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Abstract—An economical way to manage demand-side energy storage systems in the smart grid is proposed by using an $H_{\infty}$ design. The proposed design can adjust the stored energy state economically according to the price signal, while tolerating a certain degree of system uncertainty and having physical constraints on the stored energy level satisfied. Roughly speaking, batteries in the proposed design are charged during a low-price period while being discharged during a high-price period for cost control. Simulations show that the proposed energy storage system can meet the real-time power demand and save money in the long term in contrast to energy storage systems using constant-state schemes.

I. INTRODUCTION

The smart grid concept has attracted much attention recently due to increasing electricity demand and installation of renewable energy sources (RESs) such as solar panels and wind turbines. To have a manageable scale of system behavior, demand-side management (DSM) is becoming one of the most important research topics in the smart grid community. Via DSM, load shifting [1] has been considered as a means of adjusting power demand to reduce the peak load [2] or the peak-to-average ratio [3], [4]. Loads that are suitable for load shifting management include water heaters, washing machines or dishwashers, plug-in electric vehicles, refrigerators, air conditioners (thermostatic loads [5]), etc.

However, a significant fraction of power demand is not suitable for load shifting DSM, e.g., cooking, lighting, entertainment appliances [6], etc. In this case, it is still desirable to meet the demand economically based on the real-time price. This situation is considered in this work, and an economical way to manage it is proposed and carried out by the underlying distributed energy storage system in the smart grid. In practice, the stored energy state of each user is controlled to respond to the time-varying price signal.

In previous work, although several energy storage management schemes were proposed to achieve a prescribed working level [7] or a time-varying energy level [8], the price signal was not incorporated into the choice of such a desired level. In this work, the energy state of the storage system is constrained by the storage capacity as an upper bound and the required energy level for emergencies as a lower bound. The energy storage system is also managed in the presence of system uncertainty, i.e., not knowing the exact energy storage efficiency and the exact loss rate for power transmission among users. Therefore, this study is different from the cases studied in [7] and [8] due to its consideration of economical management, physical constraints on the storage state, and system uncertainty.

Most recently, noncooperative game theory approaches were proposed to address DSM problems in the smart grid [9]. In [3], Nguyen et al. considered an approach that minimizes the peak-to-average ratio in a distributed energy storage system, and a pricing model was investigated. In contrast to a noncooperative design, a cooperative DSM system was proposed in [10] to improve the energy utilization efficiency. Cooperative smart grid networks were also considered in [11] to reduce average power losses over distribution power lines. In this study, we propose a flexible demand-side energy storage system, which is suitable for either cooperative or noncooperative design. We will show that these two cases can be dealt with in our proposed framework by simply using different topology matrices.

The main contributions of this study are as follows. This work introduces $H_{\infty}$ control techniques to the smart grid community. In the proposed energy storage system design, a flexible scheme is available for cooperative or noncooperative cases. Unlike existing work on energy storage system management using control theory, the proposed system incorporates the price signal into the adjustment of the stored energy level, and it is robustly designed against system uncertainty based on the $H_{\infty}$ performance criterion.

The following notation is used throughout this study. $P > 0$ means that $P$ is a symmetric and positive-definite matrix. $[A]_{ij}$ denotes the $(i,j)$-entry of the matrix $A$. Similarly, for a column vector $x$, $[x]_i$ represents the $i$th element of the vector $x$. For $P > 0$, we define the induced norm $||x||_P := \sqrt{x^TPx}$. The notation $||\cdot||$ denotes the Euclidean norm, i.e., $||x||_2^2 = x^Tx$.

The rest of the paper is organized as follows. Section II describes the dynamics of energy storage systems in the smart grid. The proposed control law for energy storage management is presented in Section III. Our simulation results are carried out in Section IV to confirm the validity of the proposed approach. Finally, we conclude this study in Section V.

II. SYSTEM MODEL

This section presents a smart grid network that consists of a power grid and power consumers or users. The power grid is a conventional power provider to users, and a user could
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be a smart house that intends to use energy efficiently. Each user is connected to the power grid and it may also have the connection with another user so that power can be controlled to flow among users.

Fig. 1. An example of smart grid topology with N = 5 users and L = 9 edges.

To describe the network topology, a topology matrix A(t) = [a(t)]ij is applied for j = 1, 2, ..., L. In (1), the power loss when transmitting power between users is modeled by the parameter β, where 1 > β > 0. In other words, if one unit of power is transmitted from user i to user j, then user j receives only a fraction β of that unit of power. In this study, the exact value of β is unknown, but the range [βm, βM] to which β belongs is available. For the network in Fig. 1, the topology matrix, according to (1), can be described as

\[
B(β) = \begin{bmatrix}
1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & β & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & β & 0 & -1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & β & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & β
\end{bmatrix}
\]  

Remark 1: We have assumed that each user is connected to the power grid. For a cooperative network, users may be connected to one another and each user is assumed to have sufficient capacity so that the power transmission among connected users becomes possible. Therefore, we have L > N and the knowledge of energy states is used to control the power flow among users. By contrast, for a noncooperative case, we have L = N and consider the situation in which the power transmission among users is impractical due to physical constraints in certain real-world scenarios. In this case, users are linked only to the power grid and there is no connection among users, i.e., users are allowed to exchange power only with the power grid. The proposed scheme is flexible in the sense that the proposed energy storage system is designed to fit both cooperative and noncooperative cases. The only difference results from using different topology matrices B(β) defined in (1).

For a particular topology B(β), the energy stored or consumed at users due to power control u(t) is B(β)u(t). Let us denote by x(t) ∈ R^N the power demand at time t and suppose that each user is equipped with RESs, e.g., solar panels, and hence extra power v(t) ∈ R^N is available to users. The dynamics of this energy storage system can then be described as

\[q(t+1) = A(α)q(t) + [B(β)]u(t) - x(t) + v(t)\Delta t \quad (3)\]

with Δt = 1, q(t) ≥ 0, x(t) ≥ 0 and v(t) ≥ 0. In (3), A(α) is termed a storage efficiency matrix and its value depends on the types of storage media that are used. In this study, \(A(α) = αI_N\) is assumed with an unknown parameter α ≈ 1, where the uncertainty can be expressed as α ∈ [α_m, α_M] with given values of α_m and α_M.

As any storage system has a finite storage capacity, we use q_M to represent the maximum energy that can be stored by users. To deal with emergency situations, a minimum energy state q_m should be maintained at any time. Therefore, we have

\[q(t) ≥ q_m > 0 \quad (4)\]

for any time t due to physical and operational constraints. In the next section, demand-side energy storage management is considered, which is concerned with controlling the storage
system such that the power demand and physical storage constraints are satisfied in an economical way.

III. PROPOSED ENERGY STORAGE MANAGEMENT SYSTEM

To facilitate energy storage management, this section introduces a dynamical system of desired energy states \( q_r(t) \in \mathbb{R}^N \). The power flow \( u(t) \) is designed so that \( q_r(t) \in [q_m, q_M] \) and \( q(t) \rightarrow q_r(t) \). Two price thresholds \( \lambda_m \) and \( \lambda_M \) are used so that \( q_r(t) \rightarrow q_M \) if \( \lambda(t) \leq \lambda_m \) while \( q_r(t) \rightarrow q_m \) if \( \lambda(t) \geq \lambda_M \). Roughly speaking, the basic idea is that the batteries in the energy storage system are charged/discharged to the users when the price is high, i.e., economical demand-/price management is achieved.

The desired energy state \( q_r(t) \) is designed as

\[
q_r(t + 1) = A_r q_r(t) + r(t)
\]

where \( A_r \in \mathbb{R}^{N \times N} \) is a diagonal matrix with 0 \( < \|A_r\|_{11} < 1 \), and \( r(t) \in \mathbb{R}^N \) is termed a reference input. The physical meaning of (5) is explained as follows. Let us suppose that the energy state \( a \) is desired to be reached. The reference input can then be chosen as \( r(t) = (I_N - A_r)a \) and the resulting error dynamics can be obtained as

\[
q_r(t + 1) - a = A_r q_r(t) + (I_N - A_r)a - a
\]

Therefore, controlling the reference input \( r(t) \) can lead to any desired states.

Referring to (4), we design \( r(t) \) in (5) as

\[
r(t) = \begin{cases} 
(I_N - A_r)q_m, & \text{if } \lambda(t) \geq \lambda_M \\
(I_N - A_r)q_M, & \text{if } \lambda(t) \leq \lambda_m \\
(I_N - A_r)q_r(t), & \text{otherwise}
\end{cases}
\]

where \( \lambda_M \) and \( \lambda_m \) are two prescribed price thresholds, which generally depend on the distribution of \( \lambda(t) \). The remaining work is to design \( u(t) \) in (3) so that \( q(t) \rightarrow q_r(t) \) and hence, \( q(t) \) can reach desired states.

To facilitate the design of \( u(t) \), (5) is substituted into (3) and the tracking error dynamics \( e(t) \) can be obtained as

\[
e(t + 1) = q(t + 1) - q_r(t + 1)
\]

\[
= A(\alpha)(q(t) - q_r(t)) + B(\beta)u(t)
\]

\[
+ (A(\alpha) - A_r)q_r(t) - r(t) - x(t) + v(t)
\]

where \( w(\alpha, t) = (A(\alpha) - A_r)q_r(t) - r(t) - x(t) + v(t) \).

Define \( \bar{\beta} = (\beta_M + \beta_m)/2 \) and \( \bar{\alpha} = (\alpha_M + \alpha_m)/2 \). Based on (8), we propose the control law

\[
u(t) = -B(\bar{\beta})w(\bar{\alpha}, t) + Ke(t)
\]

where \( B(\bar{\beta})^T \) represents the pseudo-inverse of \( B(\bar{\beta}) \) and \( K \in \mathbb{R}^{N \times N} \) is termed a control gain to be designed. The idea we introduce here is to use the term \(-B(\bar{\beta})w(\bar{\alpha}, t)\) in (9) to cancel the term \( w(\alpha, t) \) in (8), while the remaining term \( Ke(t) \) in (9) is combined with \( A(\alpha)e(t) \) in (8) to ensure the convergence of \( e(t) \).

By substituting (9) into (8), the tracking error dynamics can be further expressed as

\[
e(t + 1) = (A(\alpha) + B(\bar{\beta})K)e(t) + \Delta w(t)
\]

where

\[
\Delta w(t) = w(\alpha, t) - B(\bar{\beta})B(\bar{\beta})^T w(\bar{\alpha}, t).
\]

Our energy storage management problem becomes equivalent to finding \( K \) such that \( e(t) \) converges to the all-zero state. In this case, we consider a control problem in which the system state \( e(t) \) is desired to be driven to zero in the presence of system disturbances \( \Delta w(t) \).

As the parameters \( \alpha \) and \( \beta \) are unknown, a design that is robust against disturbances is needed. To this end, we consider the \( H_{\infty} \) performance criterion \([12], [13]\)

\[
V(t + 1) - V(t) + e(t)^T e(t) - \rho^2 \|\Delta w(t)\|^2 < 0 \tag{11}
\]

where \( V(t) \geq 0 \) and \( \rho > 0 \) are a Lyapunov function and an \( H_{\infty} \) attenuation level, respectively. A smaller value of \( \rho \) results in better tracking performance.

Remark 2: For a better understanding of (11), suppose the initial state is zero, i.e., \( e(0) = 0 \) and thus \( V(0) = 0 \). According to (11) and noting that \( V(t) \geq 0 \) for any \( t \), we have

\[
\sum_{t=0}^{T_f} e(t)^T e(t) < \rho^2 \sum_{t=0}^{T_f} \|\Delta w(t)\|^2 \tag{12}
\]

for any positive \( T_f \). The attenuation level \( \rho \) is thus desired to be as small as possible so that the tracking error energy \( \sum_{t=0}^{T_f} e(t)^T e(t) \) can be attenuated at least down to \( \rho^2 \sum_{t=0}^{T_f} \|\Delta w(t)\|^2 \). This suggests that \( K \) should be designed in consideration of (11) while minimizing \( \rho^2 \).

Let us consider a quadratic Lyapunov function \( V(t) = e(t)^T Pe(t) + \|w(\alpha, t)\|^2 \) with some \( P > 0 \) and \( e(t) \) expressed in (10). The left-hand side of (11) is then equal to

\[
||e(t + 1)||^2_P - ||e(t)||^2_P + ||\Delta w(t)||^2_P - \rho^2 \|\Delta w(t)\|^2
\]

\[
= ||(A(\alpha) + B(\bar{\beta})K)e(t) + \Delta w(t)||^2_P - ||e(t)||^2_P + ||\Delta w(t)||^2_P - \rho^2 \|\Delta w(t)\|^2
\]

\[
= \left[ \begin{array}{c} e(t) \\ \Delta w(t) \end{array} \right]^T \left( \begin{array}{cc} (A(\alpha) + B(\bar{\beta})K)^T & I_N \\ I_N & 0 \end{array} \right) \left( \begin{array}{c} e(t) \\ \Delta w(t) \end{array} \right) - \rho^2 \|\Delta w(t)\|^2
\]

\[
= \left[ \begin{array}{c} e(t) \\ \Delta w(t) \end{array} \right]^T \left( \begin{array}{cc} (A(\alpha) + B(\bar{\beta})K)^T & I_N \\ I_N & 0 \end{array} \right)^T \left( \begin{array}{cc} (A(\alpha) + B(\bar{\beta})K)^T & I_N \\ I_N & 0 \end{array} \right) \left[ \begin{array}{c} e(t) \\ \Delta w(t) \end{array} \right] - \rho^2 \|\Delta w(t)\|^2
\]

\[
= \left[ \begin{array}{c} e(t) \\ \Delta w(t) \end{array} \right]^T \Phi(\alpha, \beta) \left[ \begin{array}{c} e(t) \\ \Delta w(t) \end{array} \right].
\]

In (13), "*" denotes the term induced by symmetry, which notation will be used throughout this study.

It can be noted that if

\[
\Phi(\alpha, \beta) < 0
\]
then the $H_\infty$ performance criterion (11) is satisfied. Using Schur complements [12], the condition (14) is equivalent to
\[
\begin{bmatrix}
P & \rho^2 I_N & \ast & \ast & \ast \\
A(\alpha) + B(\beta)K & I_N & P^{-1} & \ast & \ast \\
I_N & 0 & 0 & I_N
\end{bmatrix} > 0. \tag{15}
\]
Applying the congruent transformation [14] with \( \text{diag}\{P^{-1}, I_N, I_N\} \) to (15), we have
\[
\begin{bmatrix}
P^{-1} & \ast & \ast & \ast & \ast \\
A(\alpha)P^{-1} + B(\beta)KP^{-1} & I_N & P^{-1} & \ast & \ast \\
P^{-1} & 0 & 0 & I_N & I_N
\end{bmatrix} > 0. \tag{16}
\]
By using change of variables with \( Q = P^{-1} \) and \( Y = KP^{-1} \), the condition (16) can be transformed into
\[
\Theta(\alpha, \beta) := \begin{bmatrix}
Q & \ast & \ast & \ast & \ast \\
A(\alpha)Q + B(\beta)Y & I_N & Q & \ast & \ast \\
0 & 0 & I_N
\end{bmatrix} > 0. \tag{17}
\]
However, the parameters \( \alpha \) and \( \beta \) are unknown and hence, (17) is not directly solvable. Since \( \alpha \in [\alpha_m, \alpha_M] \) and \( \beta \in [\beta_m, \beta_M] \), there exist scalars \( \tau_a, \tau_\beta \in (0, 1) \) such that \( \alpha = \tau_a \alpha_m + (1 - \tau_a) \alpha_M \) and \( \beta = \tau_\beta \beta_m + (1 - \tau_\beta) \beta_M \), which implies
\[
\Theta(\alpha, \beta) = \tau_a \tau_\beta \Theta(\alpha_m, \beta_m) + \tau_a (1 - \tau_\beta) \Theta(\alpha_m, \beta_M) \\
+ (1 - \tau_a) \tau_\beta \Theta(\alpha_M, \beta_m) \\
+ (1 - \tau_a)(1 - \tau_\beta) \Theta(\alpha_M, \beta_M).
\]
Therefore, sufficient conditions for (17) are
\[
\Theta(\alpha_m, \beta_m) > 0, \Theta(\alpha_m, \beta_M) > 0, \Theta(\alpha_M, \beta_m) > 0, \Theta(\alpha_M, \beta_M) > 0. \tag{18}
\]
In other words, if we view \( \Theta(\alpha, \beta) \) as a point that lies within the polygon with \( \Theta(\alpha_m, \beta_m), \Theta(\alpha_m, \beta_M), \Theta(\alpha_M, \beta_m) \) and \( \Theta(\alpha_M, \beta_M) \) as vertices, then the positiveness in (17) can be assured by the positiveness of its “vertices”, as in (18).

Based on the above arguments, the following relations hold true:
\[
(18) \Rightarrow (17) \Rightarrow (16) \Rightarrow (15) \Rightarrow (14) \Rightarrow (11). \tag{19}
\]
According to Remark 2 and (19), the control gain \( K = YQ^{-1} \) can now be evaluated by solving
\[
\min_{Q, Y, \gamma} \gamma \\
\text{subject to (18) with } \rho^2 = \gamma. \tag{20}
\]
The optimization problem in (20) is an eigenvalue problem (EVP), which is convex with respect to variables \( Q, Y, \) and \( \gamma \). We can solve (20) by using interior-point methods [12], [15].

In summary, the energy storage system in (3) is managed by using the control in (9), where the control gain \( K \) can be obtained by solving (20). In the next section, we will show the validity of the proposed energy storage management system in comparison with the case in which the stored energy state is kept constant.

IV. SIMULATIONS

This section provides simulation results of our proposed storage management system. The price signal \( \lambda(t) \) was simulated by
\[
\lambda(t + 1) = \tilde{\lambda} + \eta \sum_{i=1}^{N} |u(t)_i|	ag{21}
\]
where the average price \( \tilde{\lambda} = 11.5 \) and the scale factor \( \eta = 0.16 \) were chosen. The term \( \sum_{i=1}^{N} |u(t)_i| > 0 \) (or \( \sum_{i=1}^{N} |u(t)_i| < 0 \)) represents the total power bought from (or sold to) the power grid. Referring to (21), the price signal at time \( t \) is affected by the previous power bought (or sold) at time \( t - 1 \).

The proposed methodology (7) is compared to demand-side energy storage with a constant desired energy state achieved by using \( r(t) = (I_N - A_r)q_m \). For convenience, we use superscripts (*) and (c) to represent all physical quantities of the proposed and the constant-state designs, respectively. That is, we have \( r(t)^* = (7), q_r(t)^*, q(t)^*, \lambda(t)^*, \) and \( u(t)^* \) for the proposed design, while \( r(t)^c = (I_N - A_r)q_m, q_r(t)^c, q(t)^c, \lambda(t)^c, \) and \( u(t)^c \) are for the constant-state design.

For a particular design \( r(t) \), the average power bought from or sold to the power grid is \( \sum_{i=1}^{N} |u(t)_i| \). The average money spent or earned cumulatively per user at time \( t \) can then be defined as
\[
\$\{u(t)\} = \sum_{t'=0}^{t} \left\{ \lambda(t') \times \sum_{j=1}^{N} |u(t')_j| \right\}. \tag{22}
\]
The average money cumulatively saved per user by the proposed \( u(t)^* \) in contrast to \( u(t)^c \) can be evaluated as
\[
\Delta\$\{u\} = \$\{u(t)^c\} - \$\{u(t)^c\}. \tag{23}
\]
where \$\{u(t)^c\} is defined in (22).

In our simulations, the smart grid topology in Fig. 1 is considered. Fig. 2 presents the average power demand, \( \sum_{i=1}^{N} |x(t)| \), and the average power production from RESs, \( \sum_{i=1}^{N} |w(t)| \) versus time \( t \). Suppose we have the physical constraints \( q(t) \in [q_m, q_M] \) with
\[
q_m = \begin{bmatrix} 4.85 & 5.55 & 6.79 & 6.48 & 6.9 \end{bmatrix}^T \quad \text{and} \quad q_M = \begin{bmatrix} 8.82 & 7.66 & 11.34 & 11.28 & 10.93 \end{bmatrix}^T. \tag{24}
\]
To have a fair comparison between \( u(t)^* \) and \( u(t)^C \) using the performance index (23), we chose
\[
q(0)^* = q(0)^C = q_m.
\]

The topology matrix \( B(0.75) \) in (2) and the storage efficiency matrix \( A(0.999) \) in (3) were used with the uncertainty ranges \([\beta_m, \beta_M] = [0.7, 0.9]\) and \([\alpha_m, \alpha_M] = [0.99, 1]\), respectively.

In general, the price thresholds \( \lambda_m \) and \( \lambda_M \) in (7) depend on the price distribution \( \lambda(t) \). Let \([0, t_f]\) denote the observation period. In our simulations, \( t_f = 1000 \) and the maximum and minimum prices
\[
\lambda_u = \sup_{t \in [-t_f-1, -1]} \lambda(t) = 16 \quad \text{and} \quad \lambda_\ell = \inf_{t \in [-t_f-1, -1]} \lambda(t) = 9
\]
were assumed, respectively. The price thresholds
\[
\lambda_m = \frac{2\lambda_u + 3\lambda_\ell}{5} = 11.8 \quad \text{and} \quad \lambda_M = \frac{3\lambda_u + 2\lambda_\ell}{5} = 13.2
\]
were chosen. It is noted that previous data of \( \lambda(t) \) are employed to determine \( \lambda_\ell \) and \( \lambda_m \), which are updated periodically.

Based on (21), the price distribution obtained by using \( u(t)^* \) is shown in Fig. 3(a), which is almost identical to that obtained by using \( u(t)^C \), as shown in Fig. 3(b). Due to space considerations, only the energy state of user 2 is displayed in Fig. 3(c). The stored energy state in the proposed system has a negative correlation with the price signal, i.e., \( q(t)^* \) increases as the price \( \lambda(t) \) decreases, and vice versa. Roughly speaking, the proposed energy management system charges batteries at low prices, while discharging batteries during a high-price period. Fig. 3 clearly shows the underlying mechanism of the proposed methodology \( u(t)^* \).

Since the proposed system involves the interaction among users, it is constructive to examine the power flow on directed edges in Fig. 1. Due to space consideration, only \( |u(t)^*|_g \) is displayed in Fig. 4(a). Positive and negative values of \( |u(t)^*|_g \) represent the same and opposite directions of power flow with respective to the directed edge, respectively.

Fig. 3. Price and stored energy state: (a) price resulting from the proposed method \( u(t)^* \); (b) price difference between using \( u(t)^* \) and \( u(t)^C \); and (c) stored energy states of different energy management systems.
power flows from user 3 to user 5, while negative values of \( \{u(t)^*\}\) imply the reverse direction of power flow. Fig. 4(a) reflects the relation between users 3 and 5 in terms of the power demand and production, as shown in Figs. 4(b) and (c), respectively. Generally speaking, power flows from one user to another when the former has excess power while the latter lacks of it. By subtly controlling the power flow among users, power transportation between users and the power grid can be reduced and hence, yield a possible financial benefit.

Finally, the main benefit of using the proposed \( u(t)^* \) is its ability to save money, shown in Fig. 5. For a fair comparison, the periods where \( q(t)^* \approx q(t)^0 = q_m \) are primarily considered. Fig. 5 shows that, during these periods, \( \Delta S(t) \) is always positive and its value continually increases upon increasing \( t \). Therefore, the longer the observation time is, the more money can be saved by the proposed methodology. In conclusion, the proposed energy storage system results in a more economical way for energy management as compared to the constant-state energy storage system \( u(t)^0 \).

V. CONCLUSION

An economical energy storage system for the smart grid has been proposed. This system involves energy production capabilities of users and considers energy losses owing to storage and transportation as well as uncertainties concerning these values. The proposed system has been designed by using an \( H_\infty \) design, which brings a useful tool from the control community to the smart grid community.

Our simulations have shown that the proposed system can generate a financial benefit in the long term as compared to a storage system that always keeps the same energy level. The underlying idea is to charge batteries at a low price, while discharging them at a high price. Interesting future research may include a tailored design on the price thresholds according to different price distributions, and further analysis of the costs of storage and transportation.