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Abstract—Renaming is a task in distributed computing where \( n \) processes are assigned new names from a name space of size \( m \). The problem is called tight if \( m = n \), and loose if \( m > n \). In recent years renaming came to the fore again and new algorithms were developed. For tight renaming in asynchronous shared memory systems, Alistarh et al. describe a construction based on the AKS network that assigns all names within \( O(\log n) \) steps per process. They also show that, depending on the size of the name space, loose renaming can be done considerably faster. For \( m = (1+\epsilon) \cdot n \) and constant \( \epsilon \), they achieve a step complexity of \( O(\log \log n) \).

In this paper we consider tight as well as loose renaming and introduce randomized algorithms that achieve their tasks with high probability. The model assumed is the asynchronous shared memory model against an adaptive adversary. Our algorithm for loose renaming maps \( n \) processes to a name space of size \( m = (1+2/(\log n)^2) \cdot n = (1+o(1)) \cdot n \) performing \( O(\ell \cdot (\log \log n)^2) \) test-and-set operations. In the case of tight renaming, we present a protocol that assigns \( n \) processes to \( n \) names with step complexity \( O(\log n) \), but without the overhead and impracticality of the AKS network. This algorithm utilizes modern hardware features in form of a counting device which is also described in the paper. This device may have the potential to speed up other distributed algorithms as well.

I. INTRODUCTION

Renaming is a task in distributed computing in which processes are assigned distinct names from a new and usually small name space. The number of processes is denoted by \( n \), the size of the name space by \( m \). The problem is called tight if \( m = n \) and loose if \( m > n \). Dependent on the model, the processes (synchronously) communicate via messages or have asynchronous access to shared memory. In the former case, one is interested to restrict the number of communication rounds and possibly the size of the messages, in the latter case, in the step complexity which is the maximum number of accesses to the shared memory by any process.

In recent years renaming gained new popularity and several papers appeared that investigated renaming in the message-passing model ([1], [2], [3]) and in the shared memory model ([4], [5], [6], [7], [9]). Assuming the asynchronous shared memory model, the authors of [7] describe a construction based on the AKS network that assigns all names to a tight name space within \( O(\log n) \) steps per process. For loose renaming in the same model, it is shown in [9] that \( O(\log \log n) \) steps are sufficient to provide \( n \) processes with distinct names from a name space of size \( (1+\epsilon) \cdot n \) where \( \epsilon \) is a constant.

In this paper we consider tight as well as loose renaming in the shared memory model. The presented algorithms use random bits and achieve their tasks with high probability\(^1\).

For tight renaming, our algorithm has a step complexity of \( O(\log n) \), asymptotically equal to the algorithm of Alistarh et al. [7] while avoiding the overhead of an AKS network. In order to achieve this result, the names must be stored in a special type of hardware register with an integrated counting device.

Our two algorithms for loose renaming map \( n \) processes to a name space of size \( m = (1+\epsilon) \cdot n \) w.h.p. where \( \epsilon = o(1) \). The first algorithm requires a name space of size \( m = (1+2/(\log \log n)^2) \cdot n \) and has a step complexity of \( O((\log \log n)^2) \). For the second algorithm, the size of the name space is only \( m = (1+2/(\log \log n)^2) \cdot n \) and the step complexity \( O((\log \log n)^2) \). To the best of our knowledge, these are the first algorithms that achieve almost tight renaming (i.e., with only a sublinear addition of names) in poly-double-logarithmic time.

The remainder of the paper is structured as follows: After a discussion of the related work, the model and a set of tools are described in Section II. The tools include the special hardware register which is used by the algorithm for tight renaming. This algorithm is stated and analysed in Section III, the algorithm for loose renaming in Section IV. The paper is summarized and concluded in Section V.

A. Related Work

There is a substantial amount of work on algorithms for renaming in different models. For the purpose of this

\(^1\) An event \( A \) occurs with high probability (w.h.p.) if \( \Pr \{ A \} \geq 1 - 1/n^c \) for some constant \( c > 0 \).
section we only consider results in the shared memory model using test-and-set registers, similar to our model. Additionally, we focus on randomised algorithms; for an overview of deterministic algorithms we refer the reader to [10]. We distinguish between loose and tight renaming. In loose renaming the name space is larger than the number of processes, whereas the size of the name space equals the number of processes in the case of tight renaming. In the case of adaptive renaming the number of processes is not known in advance.

Loose Renaming: The authors of [11] were the first to use randomization for loose renaming. They assume that test-and-set registers are implemented with read-write registers. They present an algorithm that assumes a name space of size \((1 + \epsilon) \cdot n\) for a constant positive \(\epsilon\). The expected runtime of their algorithm is \(O(M \log^2 n)\), where \(M\) is the size of the initial name space. In [4] the authors propose an adaptive implementation of test-and-set registers with read-write registers. Based on that implementation, they present a randomized loose renaming algorithm which, \(w.h.p.,\) requires \(O(k \log^4 k / \log^2(1 + \epsilon))\) steps using a name space of size \((1 + \epsilon) \cdot k\). This result was further improved in [12] where the authors present operations for implementing test-and-set with a step complexity of \(O(\log^k k)\) for contention \(k\). The authors of [13] obtained strong long-lived randomized renaming with amortized step complexity \(O(n \log n)\). The step complexity is defined as the maximum number of steps that any process performs in order to find a name.

In [9] the authors assume that the test-and-set registers are given in hardware. They consider loose renaming where the name space is linear in the number of processes. First they assume that \(n\), the number of processes, is known in advance, and present a renaming algorithm with \(O(\log \log n)\) step complexity. Then they present an adaptive algorithm with step complexity \(O((\log \log k)^2)\), where \(k\) is the number of processes competing for a name. Both bounds hold with high probability against a strong adaptive adversary. Finally, they show an \(\Omega(\log \log n)\) expected time lower bound on the complexity of randomized renaming using test-and-set operations and linear space. Implementing their test-and-set operation would increase the step complexity by a multiplicative \(O(\log \log k)\) and the error terms in their high probability guarantees would become inversely logarithmic rather than inversely polynomial.

For deterministic algorithms, in comparison, the lower bound is known to be \(\Omega(n)\) and, thus, exponentially worse [9].

Tight renaming: The authors of [4] present a tight renaming algorithm with a total step complexity of \(O(n \log^3 n)\). In [7] the authors give two new randomized renaming algorithms which work in the presence of an adaptive adversary. The first algorithm has a step complexity of \(O(\log^2 n)\) if the test-and-set registers are implemented in hardware. The second algorithm transforms any sorting network into an adaptive renaming protocol with an expected step complexity cost equal to the depth of the sorting network. Using an AKS sorting network, this gives a strong adaptive renaming algorithm with step complexity \(O(\log k)\). This approach has the disadvantage that the depth of the AKS network is logarithmic but with a rather unwieldy constant, not to mention the complicated structure of an AKS. The approach also needs a large amount of test-and-set registers since the width of the network equals the initial name space of the processes. The authors show that the later result is asymptotically optimal.

Deterministic algorithms for tight renaming, on the other hand, have a step complexity of \(\Theta(n)\) [9].

II. Preliminaries

A. Model

The considered machine model is the asynchronous shared memory model with concurrent reads and concurrent writes (CRCW). The processes follow an algorithm composed of steps. Any number of processes may fail by crashing, and a failed process does not perform further steps in the execution. The order in which processes perform steps and their crashes are controlled by an adversary. We assume an adaptive adversary that is allowed to see the state of all processes (including the results of coin flips) when making its scheduling choices.

The asynchronous shared memory contains the name space with \(m\) names and can be accessed by all \(n\) processes. Besides the name space, additional memory can be used as temporary memory. Like in [9], each name is stored in a test-and-set (TAS) register that can be concurrently tested by several processes, but only won by one process.

For our tight renaming algorithm, we use a special hardware register, called \(\tau\)-register. It includes a counting device with TAS bits, i.e. TAS registers consisting of only one bit. In each step each process is allowed to test at most one TAS register or TAS bit. If the process wins a TAS register or bit, it will get the name in it. Like in other papers, e.g. [9], we assume that concurrent accesses to the same TAS register or TAS bit can be executed in one step and that every name and address can be read or written in one step. Some of these names and numbers have \(\log(n)\) bits (or more). Likewise we assume that a processor’s registers and instructions can handle numbers of this size and run processor instructions like \texttt{xor} and \texttt{pcpnt} on these numbers in \(O(1)\).

The \(\tau\)-register and the counting device are described in more detail in the following two sections.
B. \( \tau \)-register

In order to efficiently calculate tight renaming, our algorithm depends on special hardware registers, called \( \tau \)-registers. Each of these registers has two parts: (i) a set of \( \tau \) TAS registers that contain the names, (ii) a counting device managing \( 2 \log(n) \) TAS bits. The counting device counts the number of TAS bits set and allows at most \( \tau \) of them to be set. Any process that wants to get a name has to win one of the \( 2 \log(n) \) TAS bits first. After winning a TAS bit, the process systematically goes through the TAS registers, until it wins one of them, and retrieves the name. It must win one of the TAS register because there are exactly \( \tau \) of them and at most \( \tau \) processes that are allowed to search.

As the TAS registers and the search are straightforward, we only have a closer look at the counting device.

C. Counting Device

The counting device is composed of \( 2 \log n \) individual TAS bits and can restrict the number of 1-bits to any positive threshold \( \tau \leq 2 \log n \). We assume that all individual bits of a \( \tau \)-register have the same clock as input and that it is possible to read all \( 2 \log n \) individual bits within one operation. The register operates in clock cycles that are divided in phases. The synchronisation of the bits permits that supernumerary TAS bits can be unset before the counting device is accessed again by new processes.

However, we do not make any assumptions about the arrival or the order of the requests. Processes can use different clocks and send their requests asynchronously at any time. Yet, since requests are only answered in a different clocks and send their requests asynchronously arrival or the order of the requests. Processes can use new processes.

The \( \tau \)-register has both, the correct number of new bits (line 8) and a select the only resulting bit array \( \text{util}_{\tau} \) which has both, the correct number of new bits (line 8) and a 1-bit in the first position (line 9). (The first bit is tested using the instruction \( \text{bt}(\text{util}_{\tau}, 1) \).) \( \text{util}_{\tau} \) is shifted back (line 10) and combined with the old bits in \( \text{out}_{\tau} \) (line 11). The resulting bit array having exactly \( \tau \) bits, \( \tau - \text{allowed_bits} \) old and \( \text{allowed_bits} \) new bits, is stored in \( \text{out}_{\tau} \) (line 11) and \( \text{in}_{\tau} \) (line 12).

If the threshold \( \tau \) is not exceeded in line 4, \( \text{in}_{\tau} \) can simply be copied to \( \text{out}_{\tau} \) (line 14).

A process that won a TAS bit (in line 3) has to check whether this TAS bit was later unset (in line 12). It can be certain that the TAS bit is unset as soon as it is unset in \( \text{in}_{\tau} \), and it can be certain to have won it, once the according bit has also been set in \( \text{out}_{\tau} \). In the latter case, it can immediately start searching the TAS registers for a free name.

Each step of the algorithm can be performed in a constant number of time steps, usually in one time step, so that the \( \tau \)-register only induces a constant slowdown compared to a standard TAS register. Nevertheless, there is a significant hardware overhead of \( O(\log n) \) additional registers and arithmetic logic units. It is therefore unlikely that such a register will be actually built, but it could be constructed based on this description.

D. Technical tools

In the technical parts of this paper we will be using the following version of the well-known Chernoff concentration inequality.
Lemma 1. Let $X_1, \ldots, X_n$ be independent random variables such that $X_i \in \{0, 1\}$. Let $p_i = P(X_i = 1) = E[X_i]$, $X = \sum_{i=1}^{n} X_i$ and $\mu = E[X] = \sum_{i=1}^{n} p_i$. Then,

1. For any $\delta \in [0, 1]$, $P[X \geq (1+\delta) \cdot \mu] \leq e^{-c(\mu \delta^2)/3}$.
2. For any $\delta \geq 1$, $P[X \geq (1+\delta) \cdot \mu] \leq e^{-c(\mu \delta)/3}$.
3. For any $\delta > 0$, $P[X \leq (1-\delta) \cdot \mu] \leq e^{-c(\mu \delta^3)/3}$.

III. Tight Renaming using log $n$-Register

In this section we will design and analyse an algorithm for solving the tight renaming problem using (log $n$)-registers in time $O(\log n)$ and space $O(n)$. We will now give a high-level description of the basic idea of algorithm and analysis.

We will be using an auxiliary array $T_{aux}$ of length $2n$ of $TAS$ bits belonging to $n/\log n$ many ($\log n$)-registers. Recall, each ($\log n$)-register has $2\log n$ $TAS$ bits (which we also will refer to as blocks). We divide the array into $R = O(\log n)$ clusters $C_1, C_2, \ldots, C_R$. $C_i$ consists of $c_i$ $TAS$ bits with

$$c_i = n/(2c)^i$$

and $c$ being a suitably large constant. Hence, the $i$-th cluster $C_i$ contains

$$b_i = \frac{c_i}{2\log n} = \frac{n}{2 \cdot (2c)^i \cdot \log n}$$

many ($\log n$)-registers and each of the registers is responsible for $\log n$ names.

The algorithm will proceed in rounds (for each given process), where for $i = 1, 2, \ldots$, in the $i$-th round all processes still active (initially for $i = 1$ all $n$ of them) will randomly pick one $TAS$ bit from the cluster $C_i$. Each $TAS$ bit having received at least one request will accept an arbitrary one of those. Each ($\log n$)-register will keep at most $\log n$ many successful requests (we refer to this as the block discarding step). A request which was successful will become inactive.

Each of the $b_i$ many ($\log n$)-registers in cluster $C_i$ will receive $n/b_i = n/(n/2(2c)\log n) = 4c\log n$ many process requests in expectation, and at least $2c\log n$ of those with high probability. We will show that with high probability, in each ($\log n$)-register at least half the $TAS$ bits will receive at least one process request, so that after the block discarding step we will have exactly $\log n$ accepted requests per block, w.h.p. In other words, the idea is to choose cluster sizes such that w.h.p. each block in a given cluster (round) receives just sufficiently many requests.

The remaining active processes will participate in the next round. In the final round, when we are down to a cluster size of $2\log n$ belonging to one ($\log n$)-register, the processes will access each of the $TAS$ bits and eventually find a free $TAS$ bit.

We should like to point out that whilst we talk about rounds as though we have a synchronised protocol this is in fact not the case. We use the notion only for ease of presentation. In reality, each process first tries cluster $C_1$, then cluster $C_2$, and so forth, until successful. In this sense the processes do operate in phases as indicated, but quite independent of one another.

Definition 2.

1. Let $R = \frac{\log(n) - \log \log(n) - 1}{\log(c) + 1}$ (number of rounds).
2. For $1 \leq i \leq R$, let

$$c_i = \frac{n}{(2c)^i}$$

and

$$b_i = \frac{c_i}{2\log n}.$$

(cluster size and number of blocks in round $i$).
3. For $1 \leq i \leq R$, let

$$c'_i = \sum_{j=1}^{i-1} c_j$$

and

$$C_i = T_{aux}[c'_{i-1} + 1, \ldots, c'_i + c_i]$$

(the $i$-th cluster in $T_{aux}$).
4. For $1 \leq i \leq R$ and $1 \leq j \leq b_i$, let

$$B_{i,j} = T_{aux}[c'_{i-1} + 1 + (j-1) \cdot b_i, \ldots, c'_{i-1} + 1 + j \cdot b_i - 1]$$

(the $j$-th block in the $i$-th cluster in $T_{aux}$).

The main lemma of this section will use the following straightforward application of Chernoff’s.

Lemma 3. Let $\ell$ be an arbitrary, positive constant. Let $c \geq \max\{2\ln 2, 2\ell + 2\}$. Suppose $2c\log(n)$ balls are allocated i.u.r. into $2\log(n)$ bins. With probability at least $1 - 1/n^\ell$, there are no more than $\log(n)$ empty bins.

Proof: For $1 \leq i \leq 2\log(n)$, let $X_i$ be a binary random variable with $X_i = 1$ if and only if the $i$-th bin remains empty. Let

$$X = \sum_{i=1}^{2\log(n)} X_i$$

denote the number of empty bins and

$$\mu = E[X] = \frac{1}{2\log(n)} 2c\log(n)$$

For $1 \leq i \leq 2\log(n)$ we have

$$E[X_i] = \Pr[X_i = 1] = \left(1 - \frac{1}{2\log(n)}\right)^{2c\log(n)} < 1/e^c.$$
Lemma 4. A subset is less likely to remain empty as well (with their respective clusters, for a total of \(2 \log n \) bits accept a request each in their step, precisely \(2 c \log n \) requests in expectation. A simple application of Chernoff’s shows that each block will receive \(2 c \log n \) requests \(w.h.p.\). According to Lemma 3, this implies that half of the \(2 \log n \) \(TAS\) bits in each block will receive at least one request. Consequently, after the block discarding step, precisely \(\log(n)\) of the \(2 \log n \) \(TAS\) bits in each block will have accepted a request.

Suppose that up to and including round \(r\), \(1 \leq r < R\), each block of size \(2 \log n\) has had exactly \(\log(n)\) many \(TAS\) bits accept a request each in their respective clusters, for a total of

\[
\sum_{i=1}^{r} b_i \log n = \sum_{i=1}^{r} \frac{n \log n}{2 \cdot (2c)^i \cdot \log n} = \sum_{i=1}^{r} \frac{n}{2 \cdot (2c)^i} = \frac{n}{2} \cdot \frac{1 - (1/2c)^r}{2c - 1}
\]

accepted and

\[
\rho_{r+1} := n - \frac{n}{2} \cdot \frac{1 - (1/2c)^r}{2c - 1} = \left(1 - \frac{1 - (1/2c)^r}{2(2c - 1)} \right) \cdot n
\]

remaining active processes. In round \(r + 1\), those \(\rho_{r+1}\) processes will request bits in cluster \(C_{r+1}\) of size \(c_{r+1} = n/(2c)^{r+1}\). This cluster contains \(b_{r+1} = \frac{n}{2(2c)^{r+1} \log n}\) many blocks of size \(\log n\) each. Each
such block will therefore receive

\[ \frac{\rho_{r+1}}{b_{r+1}} = \left( 1 - \frac{1 - (1/2c)^r}{2(2c - 1)} \right) \cdot n \cdot 2 \cdot (2c)^{r+1} \cdot \log n \\
= \left( 1 - \frac{1 - (1/2c)^r}{2(2c - 1)} \right) \cdot 2 \cdot (2c)^{r+1} \cdot \log n \\
= \left( 2 \cdot (2c)^{r+1} - \frac{1 - (1/2c)^r}{2(2c - 1)} \cdot 2 \cdot (2c)^{r+1} \right) \cdot \log n \\
= \left( 2 \cdot (2c)^{r+1} - \frac{1 - (1/2c)^r}{2c - 1} \cdot (2c)^{r+1} \right) \cdot \log n \\
\geq (2c)^{r+1} \cdot \log n \\\n\geq 4c \log n \]

requests in expectation (notice that \( \frac{1 - (1/2c)^r}{2c - 1} \leq 1 \) and hence \( 2 - \frac{1 - (1/2c)^r}{2c - 1} \geq 1 \)). We may apply Chernoff’s and find that at least \( 2c \log n \) requests arrive in each block of cluster \( C_{r+1} \), w.h.p. According to Lemma 3, this implies that half of the \( 2 \log n \) TAS bits in each block will receive at least one request.

A union bound over all rounds etc. proves the claim.

We can now state the main theorem of this section.

**Theorem 5.** With high probability, the protocol as described in this section assigns \( n \) processes to a name space of size \( n \) in time \( O(\log n) \), using \( O(n) \) extra space.

**IV. Loose Renaming in the Standard Model**

In this section we consider the problem of loose renaming where the name space is larger than \( n \). In [8] the authors propose a \( O(\log n) \)-time loose renaming algorithm that uses a name space of size \( (1 + \epsilon) \cdot n \) where \( \epsilon > 0 \) is an arbitrary constant. In this section we consider renaming algorithms using smaller name spaces and assume the model that was introduced in [8].

In this model the processes have access to standard asynchronous shared memory. They share registers which contain the names and on which they can perform TAS operations implemented in hardware. The algorithms are composed of steps. Any number of processes may fail by crashing, and a failed process does not perform further steps in the execution. The order in which the processes perform their accesses and the crashes are controlled by an adaptive adversary. The adversary is allowed to see the state of all processes (including the results of coin flips) when making its scheduling choices.

First we present some algorithms that rename most but not all of \( n \) processes using a name space of size \( n \). To assign a name to all processes we apply the method of [8] and assign to the remaining processes names from a name space starting at \( n + 1 \). We call a renaming algorithm \( k \)-almost tight if it assigns a name to all but \( n - k \) processes, with \( k = o(n) \).

Note that one can also apply the framework of [8] to transform our algorithms into adaptive algorithms when the number of active processes that are looking for a name is not known in advance. Unfortunately, the name space would become \( O((1 + \epsilon) \cdot k) \), hence using our protocols would not result in an improvement compared to [8].

**Lemma 6.** Assume we have \( n \) test-and-set registers and \( n \) processes. Then \( \frac{n}{(\log \log n)^\ell} \)-almost tight renaming can be done w.h.p. in the adaptive adversary model with a step complexity of

\[ O((\log n)\ell). \]

**Proof:** The algorithm works in \( \ell \log \log \log n \) many rounds. Round \( i \) has \( 2^i \) many steps. In every step of each round, all unnamed processes send a request to a randomly chosen test-and-set register. Registers receiving a request are set by an arbitrary one of the accessing processes. The corresponding process has a name now and becomes inactive. Note that, if a register is set, it remains set for the rest of the algorithm. The total runtime of the algorithm (which is the number of steps) is

\[ \ell \log \log \log n \sum_{i=1}^{\frac{n}{\ell \log \log \log n}} 2^i \leq (\log \log n)^\ell \]

We call round \( i \) successful if, at the end of round \( i \), there are at most \( n/2^i \) processes that are not assigned to a register. If all \( \ell \cdot \log \log \log n \) rounds are successful there will be

\[ \frac{n}{2^{\ell \log \log \log n}} = \frac{n}{(\log \log n)^\ell} \]

processes left which are not assigned to a name.

In the following we prove by contradiction that every round is w.h.p. successful. Fix a round \( i \), \( 1 \leq i \leq \ell \cdot \log \log n \), and assume round that \( i \) is the first round which is not successful. We can assume that during every step of round \( i \) we have at least \( n/2^i \) active processes (otherwise round \( i \) is successful) and unset registers. Hence, the total number of random choices in round \( i \) is at least

\[ \frac{n}{2^i} \cdot 2^i = n. \]

The probability that an arbitrary unset register does not receive any of the requests is at most

\[ \left( 1 - \frac{1}{n} \right)^n \leq \frac{1}{e}. \]
Let $X_i$ be the random variable that counts the number of unset registers at the end of round $i$. Then

$$E[X_i] \leq \frac{n}{2^i} \cdot \left(\frac{1}{e}\right).$$

Since $E[X_i] \geq n/\log \log n$, we can use Chernoff bounds to show that w.h.p. the number of unset registers at the end of the round is at most $2^n$, meaning that the round is successful. Now we can use the union bound over all rounds $i$ to show the lemma.

**Corollary 7.** Assume we have $n + 2n/(\log \log n)$ test-and-set registers and $n$ processes. Then, w.h.p., loose renaming can be done in the adaptive adversary model with a step complexity of

$$O((\log \log n)^{\ell}).$$

**Proof:** First we use Lemma 6 to assign a name to all but $n/(\log \log n)^{\ell}$ many of the processes. Then we use the algorithm of [8] on the name space $n + 1$ to $n + 2n/(\log \log n)^{\ell}$ to assign a name to the remaining unnamed processes.

**Lemma 8.** Assume we have $n$ test-and-set registers and $n$ processes. Then, w.h.p., $n/(\log n)^{\ell}$-almost tight renaming can be done in the adaptive adversary model with a step complexity of

$$2^\ell \cdot (\log \log n)^2.$$

**Proof:** This algorithm works in $\log \log n$ phases. The registers are now divided into a sequence of clusters. For $1 \leq j \leq \log \log n$ the $j$th cluster contains $n/2^j$ many registers. In phase $i$ the processes randomly choose registers from the $i$th cluster only. Every round consists of $2^\ell \cdot \log \log n$ many steps. In every step of every round $i$, all unassigned processes send a request to a randomly chosen test-and-set register from cluster $i$. Registers receiving a request are set by one of the accessing processes, and the corresponding process becomes inactive.

At the beginning of round $i \geq 2$ there are at least

$$n - \sum_{j=1}^{i-1} \frac{n}{2^j} = \frac{n}{2^{i-1}}$$

many active processes. The probability for a node in cluster $j$ to remain empty is

$$\left(1 - \frac{2^j}{n}\right)^{n/2^j \cdot 2^\ell \log \log n} \leq \frac{1}{(\log n)^{2^\ell}}.$$

Hence, the expected number of empty modes (which equals the expected number of not named processes) is $n/(\log n)^{2^\ell}$. The result follows now from an application of Chernoff bounds.

**Corollary 9.** Assume, we have $n + \frac{n}{\log \log n}$ test-and-set registers and $n$ processes. Then, w.h.p., loose renaming can be done in the adaptive adversary model with a step complexity of

$$O((\log \log n)^2).$$

**Proof:** Similar to the proof of Corollary 7.

**V. Conclusion**

In this paper we have considered the renaming problem in the asynchronous shared memory model. By utilizing new hardware features and extending the concept of the test-and-set register, we have shown that even a fairly straightforward randomized algorithm can perform tight renaming in $O(\log n)$ steps with high probability. The hardware added is a set of register clusters, each containing $\log n$ names, which increase the success probability for the random accesses of the processes by seemingly enlarging the name space.

Our solutions to the loose renaming problem work in the standard model in which the names are stored in “plain” test-and-set registers. The algorithms are the first to achieve almost tight renaming in poly-double-logarithmic time mapping $n$ names to a namespace of size only $(1 + o(1)) \cdot n$.

While there is a known matching lower bound for loose renaming, it remains open to show that the lower bound for tight renaming can be extended to the $\tau$-register. An interesting future task will be the exploration of modern hardware capabilities and how new features can improve solutions to the fundamental problems in distributed computing.
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