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Local maximum entropy shape functions based FE-EFGM coupling

Z. Ullah, C. E. Augarde and W. M. Coombs,*

Abstract: In this paper, a new method for coupling the finite element method (FEM) and the element-free Galerkin method (EFGM) is proposed for linear elastic and geometrically nonlinear problems using local maximum entropy shape functions in the EFG zone of the problem domain. These shape functions possess a weak Kronecker delta property at the boundaries which provides a natural way to couple the EFG and the FE regions as compared to the use of moving least square basis functions. In this new approach, there is no need for interface/transition elements between the EFG and the FE regions or any other special treatment for shape function continuity across the FE-EFG interface. One- and two-dimensional linear elastic and two-dimensional geometrically nonlinear benchmark numerical examples are solved by the new approach to demonstrate the implementation and performance of the current approach.

1. Introduction

The element-free Galerkin method (EFGM) [1] is superior to the finite element method (FEM) in terms of accuracy and convergence but is computationally more expensive. Therefore, it is more practical to use the EFGM only in regions of a problem domain requiring its high accuracy where it can outperform the FEM, while using the FEM in the remaining part of the problem domain. For this combined method, proper coupling between the FEM and the EFGM is essential for accurate results.

Previous research has used interface elements between EFG and FE regions [2, 3, 4]. This approach was motivated by the incompatibility between the MLS shape functions within the EFG region for the approximation of the field variables, and the standard polynomial shape functions in the FE region. Hybrid shape functions of these elements, consisting of both types of shape functions, have previously been formed using blending functions [2]. In [5], to facilitate the direct imposition of essential boundary conditions, a strip of FEs was used on the essential boundary while the EFGM was used in the remaining part of the problem domain, and the FE and the EFG regions were coupled using the procedure proposed in [2], i.e. using interface elements. The FE-EFGM coupling procedure of [2] was also extended for the case of nodal integration used in the EFG region in [6]. A continuous blending method for the FE-EFGM coupling was introduced in [7, 8] with some advantages compared to the FE-EFGM coupling procedure of [2] since ramp functions and the use of the FE nodes as the EFG nodes is not required, therefore, EFG nodes can also be added within the transition region. Lagrange multipliers were used for linear elastic analysis with the same type of coupling in [9], and idea that was later extended
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to nonlinear reinforced concrete problems in [10], where reinforcement was modelled with the FEM and concrete with the EFGM. In [11], a transition (or bridging region) was used for coupling between the FEM and a meshless method. The transition region was discretized by particles, which were independent of both the FE and meshless nodes. A detailed review of this type of coupling between the EFGM and the FEM can be found in [12]. A coupled FE-EFGM was also proposed in [13] for the simulation of automotive crash tests, in which areas with very high deformation were modelled with the EFGM. This work used constraints to ensure the continuity of the shape functions across the FE-EFGM interface without using interface elements. A slight variation of the FE-EFGM coupling with interface elements [2], in which there was no need for a pre-existing transition region between the FE and EFG regions was proposed in [14]. The method was applied to the simulation of linear elastic fracture mechanics problems, including mode-I, mode-II and mixed mode problems. The area near the crack was modelled with the EFGM, while the FEM was used in the remaining part of the problem domain, just as suggested above. A coupled FE-EFGM procedure based on a collocation approach was proposed in [15], in which at the interface between the FE and the EFG regions, fictitious nodal values were converted to real nodal displacements using the MLS shape functions and were assigned back to the FE nodes. As a final example in [16], the FE-EFGM coupling procedure of [2] was used to couple the EFGM with the FEM to conveniently impose the essential boundary conditions in the dynamic soil structure interaction problems.

Maximum entropy (max-ent) concepts provide an alternative way to calculate the shape functions for meshless methods and are based on the concept of informational entropy [17, 18, 19, 20]. These shape functions were first introduced in [21] for the construction of polygonal interpolants. In [17] informational entropy was referred to as a lack of knowledge or uncertainty. [19, 20] introduced the principle of max-ent as being the maximization of the informational entropy, resulting in a least biased (or feasible solution) for the probability distribution in the case of insufficient data. This idea was used in [21] to solve the under-determined system of equations appearing in the case of the polygonal interpolants for the case \((n > 3)\) with constant and linear reproducing constraints, where \(n\) is the number of sides of the polygon. Shape functions derived for the polygonal interpolation in [21] are not ideal for meshless methods as they are defined over the global problem domain. The non-local and non-interpolating characteristics of these shape functions are highlighted in [22], where the (more useful) local max-ent formulations were introduced and incorporated into meshless modelling of linear and nonlinear elasticity. The weak Kronecker delta property of these shape functions was observed, and its correspondence with the MLS approach was also highlighted. Compact support shape functions were derived using Gaussian weight functions (or priors) in [22], work which was extended in [23] to any weight function (or generalized prior). First-order consistent max-ent shape functions [23] were then extended to second order in [24] and higher order in [25] and max-ent was used in [26] for the automatic calculation of the nodal domain of influence within a meshless method. Other recent examples of the use of max-ent in meshless methods can be found in [27, 28, 29, 30, 31].

The outline of this paper is as follows. The modified EFGM with max-ent shape functions is described in §2. A detailed description of the proposed FE-EFGM coupling procedure based on max-ent shape functions in two-dimensions is given in §3, followed by explanations of the FE and max-ent shape functions in 3.1. One- and two- linear elastic numerical examples are then given in §4 to show the implementation and performance of the coupling procedure for linear elastic problems. The proposed coupled FE-EFGM approach is then extended to geometrically nonlinear problems in §5, followed by two numerical examples in §6. Concluding remarks are
considered given in §7.

2. The element-free Galerkin method

Consider a two-dimensional problem (for clarity, where extension to three-dimensional is trivial) defined in the domain \( \Omega \) and bounded by \( \Gamma \). The equilibrium equation at a point \( x \) is written as

\[
\nabla^T \sigma + b_f = 0 \quad \text{in} \, \Omega,
\]

where \( \sigma = \begin{bmatrix} \sigma_{xx} & \sigma_{xy} \\ \sigma_{yx} & \sigma_{yy} \end{bmatrix} \) is the Cauchy stress vector, \( b_f = \begin{bmatrix} b_{fx} \\ b_{fy} \end{bmatrix} \) is the body force vector, where \( b_{fx} \) and \( b_{fy} \) are the body forces in \( x \) and \( y \) directions respectively and \( \nabla \) is the differential operator, and is given by

\[
\nabla = \begin{bmatrix} \frac{\partial}{\partial x} & 0 \\ 0 & \frac{\partial}{\partial y} \end{bmatrix}.
\]

The boundary conditions associated with Equation (1) are

\[
\begin{align*}
\mathbf{u} &= \bar{\mathbf{u}} \quad & \text{on} \, \Gamma_u, \\
\mathbf{\sigma n} &= \bar{\mathbf{t}} \quad & \text{on} \, \Gamma_t,
\end{align*}
\]

where Equation (2a) is essential or Dirichlet boundary condition and Equation (2b) is natural or Neumann boundary condition. Here \( \mathbf{u} = \begin{bmatrix} u_x \\ u_y \end{bmatrix} \) is the displacement vector, where \( u_x \) and \( u_y \) are the displacements in \( x \) and \( y \) directions, and \( \mathbf{n} = \begin{bmatrix} n_x \\ n_y \end{bmatrix} \) are the outward unit normal to the boundary \( \Gamma \), \( \bar{\mathbf{t}} \) is the prescribed traction on the traction boundary \( \Gamma_t \) and \( \bar{\mathbf{u}} \) is the prescribed displacement on the essential boundaries \( \Gamma_u \). In the conventional EFGM, MLS shape functions are used for the approximation of the field variables, which do not satisfy the Kronecker delta property and Lagrange multipliers are used to impose the essential boundary conditions, therefore the constrained Galerkin weak form are used, the details of which can be found in [1, 32]. By using max-ent shape functions for the approximation of the field variables, instead of the conventional MLS shape function, the Galerkin weak form equation is written as

\[
\int_{\Omega} \delta (\nabla \mathbf{u})^T \mathbf{D} (\nabla \mathbf{u}) d\Omega + \int_{\Omega} \delta \mathbf{u}^T \mathbf{b}_f d\Omega + \int_{\Gamma_t} \delta \mathbf{u}^T \bar{\mathbf{t}} d\Gamma = 0,
\]

where \( \mathbf{D} \) is the matrix of material constants. Due to the weak Kronecker delta property of the max-ent shape functions, there is no need to use the Lagrange multipliers for the imposition of essential boundary conditions. The essential boundary conditions are implemented directly as in the case of the FEM. After discretizing the problem with a set of nodes, displacement at a point of interest \( x \) is written as

\[
\mathbf{u}^h (x) = \begin{bmatrix} u_x \\ u_y \end{bmatrix} = \sum_{i=1}^{n} \begin{bmatrix} \phi_i & 0 \\ 0 & \phi_i \end{bmatrix} \begin{bmatrix} u_{xi} \\ u_{yi} \end{bmatrix} = \sum_{i=1}^{n} \phi_i \mathbf{u}_i,
\]

where \( \mathbf{u}^h (x) \) is an approximation of the displacements at a point \( x \), \( n \) is the number of nodes in the support of point \( x \), \( \phi_i \) is a matrix of the max-ent shape functions for node \( i \) at a point \( x \) and \( \mathbf{u}_i \) are known as fictitious nodal values or nodal parameters. Using Equations (4) in (3) and after simplification, the final discrete system of linear equation is written as

\[
\mathbf{Ku} = \mathbf{f},
\]

where

\[
\mathbf{K}_{ij} = \int_{\Omega} \mathbf{B}_i^T \mathbf{D} \mathbf{B}_j d\Omega,
\]
\[ f_t = \int_{\Gamma_t} \phi_i \mathbf{T} \mathbf{d} \Gamma + \int_{\Omega} \phi_i \mathbf{b} d\Omega, \quad (7) \]

\[ \mathbf{B}_i = \begin{bmatrix} \frac{\partial \phi_i}{\partial x} & 0 \\ 0 & \frac{\partial \phi_i}{\partial y} \\ \frac{\partial \phi_i}{\partial y} & \frac{\partial \phi_i}{\partial x} \end{bmatrix}, \quad (8) \]

\[ \mathbf{D} = \frac{E}{1 - \nu^2} \begin{bmatrix} 1 & \nu & 0 \\ \nu & 1 & 0 \\ 0 & 0 & \frac{1 - \nu}{2} \end{bmatrix}, \quad (9) \]

\[ \mathbf{E} = \begin{cases} E & \text{for plane stress}, \\ \frac{E}{1 - \nu^2} & \text{for plane strain}, \end{cases} \quad (10a) \]

\[ \nu = \begin{cases} \nu & \text{for plane stress}, \\ \frac{\nu}{1 - \nu} & \text{for plane strain}, \end{cases} \quad (10b) \]

where \( \nu \) is the Poisson’s ratio and \( E \) is the modulus of elasticity. To perform the integrations in Equations (6) and (7) numerically, the problem domain \( \Omega \) and traction boundary \( \Gamma_t \) are divided into a number of non-overlapping background cells as shown in Figure 1.

![Figure 1: The EFGM problem discretization](image)

### 3. FE-EFGM Coupling using max-ent shape functions

In the FE-EFGM coupling based on the interface elements [2], MLS shape functions are used in the EFG zone for the approximation of the field variables. The MLS shape functions do not possess the Kronecker delta property like the FE shape functions and due to this reason interface elements are introduced between the FE and the EFG zones [2, 3, 4], to properly couple the two regions. The shape functions for the interface elements are hybrid shape functions of the FE and the EFG shape functions to make the displacement continuous across the FE-EFGM interface. The details of the FE-EFGM coupling based on the interface elements is not given here and can be
found in the relevant literature. In this paper, max-ent shape functions are used in
the EFG region of the problem domain, which provide a natural way to couple the FEM
and the EFGM without using interface elements or transition regions between the FE
and EFG zones because of their weak Kronecker delta property at the boundaries. A
sample mixed FE and EFG discretization is shown in Figure 2, where $\Omega_E$ and $\Omega_F$
are the EFG and the FE regions and $\Gamma$ is the boundary between these two regions.
The nodes on the boundary $\Gamma$ between the EFG and FE regions, shown in green in
Figure 2, are used in the displacement approximation for both the EFG and the FE
regions. Shape functions for the two regions, i.e. FE and EFG are explained in the
next section.

3.1. Shape functions. Displacement can be approximated at point $x$ in a similar
way in the two regions, i.e.

$$u^h(x) = \sum_{i=1}^{n} \tilde{N}_i(x) u_i,$$  \hspace{1cm} (11)

where $u^h(x)$ is the approximate displacement component at point $x$, $\tilde{N}_i(x)$ is either
the FE, the EFG or interface element shape function for node $i$ evaluated at point $x$,
$n$ is the number of nodes in support of point $x$ and $u_i$ are either nodal displacements
in the case of the FEM, or nodal parameters in case of the EFGM.

3.1.1. Finite element. In the FE region four node iso-parametric quadrilateral
elements are used in two-dimensional problems, for which shape functions are the
standard bilinear shape functions [33], i.e.

$$N_i = \frac{1}{4} (1 + \xi_i \xi) (1 + \eta_i \eta),$$  \hspace{1cm} (12)

where $\xi$ and $\eta$ are natural or parent coordinates, $i$ is the node numbering, while $\xi_i$
and $\eta_i$ are the nodal coordinates of the parent element.

![Figure 2: FE-EFGM coupling using max-ent shape functions](image)
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3.1.2. Maximum entropy shape functions. In this case, the max-ent shape functions are used in the EFG regions of the of the problem domain. The max-ent concept comes from information theory [18] where a measure of the amount of information or uncertainty of a finite scheme is termed information entropy and is given as

\[ H(p_1, \ldots, p_n) = - \sum_{i=1}^{N} p_i \log p_i, \]  

(13)

where \( p_1, \ldots, p_n \) are \( n \) probabilities of \( n \) mutually independent events. The most likely probability distribution is obtained by using Jaynes’ principle of max-ent [20], i.e. maximising Equation (13) subject to constraints

\[ \sum_{i=1}^{n} p_i = 1 \quad \text{and} \quad \sum_{i=1}^{n} p_i g_r(x_i) = \langle g_r(x) \rangle, \]

where \( \langle g_r(x) \rangle \) is the expectation of a function \( g_r(x) \). The max-ent approach can be used to derive shape functions by seeing an analogy between the probabilities above and the shape function values themselves. A useful local shape function formulation can be obtained (see [23] for details) by incorporating prior distributions, \( w_i \), which can be regarded as weight functions that provide compact support, and then maximising the following

\[ H(\phi, w) = - \sum_{i=1}^{n} \phi_i \log \left( \frac{\phi_i}{w_i} \right), \]  

(14)

again subject to the standard constant and linearly reproducing constraints

\[ \sum_{i=1}^{n} \phi_i = 1, \quad \sum_{i=1}^{n} \phi_i x_i = x \quad \text{and} \quad \sum_{i=1}^{n} \phi_i y_i = y. \]  

(15)

The max-ent shape functions follow as

\[ \phi_i = \frac{Z_i}{Z}, \]  

(16)

where

\[ Z_i = w_i e^{-\lambda_1 \tilde{x}_i - \lambda_2 \tilde{y}_i} \quad \text{and} \quad Z = \sum_{j=1}^{n} Z_j, \]  

(17)

in which \( w_i \) is the weight function associated with node \( i \), evaluated at point \( \mathbf{x} = (x, y)^T \), \( \tilde{x}_i = x_i - x \) and \( \tilde{y}_i = y_i - y \) are shifted coordinates. \( n \) is the number of nodes in support at \( \mathbf{x} \) and \( \lambda_1 \) and \( \lambda_2 \) are Lagrange multipliers which can be found from

\[ (\lambda_1, \lambda_2) = \arg \min F(\lambda_1, \lambda_2), \quad \text{where} \quad F(\lambda_1, \lambda_2) = \log(Z). \]  

(18)

\( F \) is a convex function and here Newton’s method is used to solve Equation (18) to find these Lagrange multipliers. Shape function derivatives are obtained as [34]

\[ \nabla \phi_i = \phi_i \left( \nabla f_i - \sum_{i=1}^{n} \phi_i \nabla f_i \right), \]  

(19)

where

\[ \nabla f_i = \frac{\nabla w_i}{w_i} + \lambda + \tilde{x}_i \left[ H^{-1} - H^{-1} A \right] \quad \text{and} \quad A = \sum_{k=1}^{n} \phi_k \tilde{x}_k \otimes \frac{\nabla w_k}{w_k}. \]  

(20)

Where \( H \) is the Hessian matrix and the dyadic product \( \otimes \) of two vector \( \mathbf{a} \) and \( \mathbf{b} \) is a second order tensor, i.e. \( \mathbf{a} \otimes \mathbf{b} \) defined as \( \mathbf{a} \otimes \mathbf{b} = \mathbf{a} \mathbf{b}^T \). Cubic spline weight functions
are used in this paper, which is given as follows for one-dimensional case

\[
 w = \begin{cases} 
 \frac{2}{3} - 4r^2 + 4r^3 & \text{for } r \leq \frac{1}{2}, \\
 \frac{2}{3} - 4r^2 + 4r^3 - \frac{4}{3}r^3 & \text{for } \frac{1}{2} < r \leq 1, \\
 0 & \text{for } r > 1,
\end{cases}
\] (21)

where \( r = \frac{d_i}{d}_{mi} \) is the normalized radius, where \( d_i = ||x - x_i|| \) is the distance between the node \( i \) and point of interest \( x \) and \( d_{mi} \) is the domain of influence of node \( i \).

The size of domain of influence for a node \( i \) is \( d_{mi} = d_{max}c_i \), where \( d_{max} \) is a scaling parameter, for static analysis its value ranges from 2.0 to 4.0 [35] and \( c_i \) is the distance between two adjacent nodes in uniformly distributed nodes. For two-dimensional problems, a rectangular nodal domain of influence is used in this paper, for which a tensor product of one-dimensional form [35, 32] is used.

4. Numerical examples

One- and two-dimensional linear elastic numerical examples are now presented to demonstrate the implementation and performance of the proposed coupled FE-EFGM formulation. The results from the proposed approach are also compared with the conventional FE-EFGM coupling with the interface elements [2] and other possible alternatives.

4.1. One-dimensional bar. Consider a one-dimensional bar of unit length subjected to body force and fixed at a point \( x = 0 \). The geometry, coordinate system, loading and boundary conditions are shown in Figure 3. The analytical solutions for the displacement and stress field for this problem are given as

\[
 u(x) = \frac{1}{E} \left( \frac{1}{2}x - \frac{x^3}{6} \right) \quad \text{and} \quad \sigma(x) = \left( \frac{1-x^2}{2} \right),
\] (22)

where \( E = 1.0 \) is used. The problem was solved using the conventional FE-EFGM coupling, i.e. using MLS shape functions within the EFG region and using a transition or interface region between the EFG and the FE regions (MLS with interface). The problem discretizations with four FE, an interface element and five EFG background cells is shown in Figure 4(a). The same problem is also solved with the proposed FE-EFGM coupling, i.e. using max-ent shape functions within the EFG region and without the interface element between the FE and the EFG regions (max-ent without interface). The problem discretization for the proposed coupling with four FE and six EFG background cells is shown in Figure 4(b). For comparison the same problem is also solved with the same discretization as shown in Figure 4(b) but using MLS shape functions within the EFG regions (MLS without interface). In all
three cases, the essential boundary conditions are implemented directly because of
the use of the FE region on the essential boundary side.

Initially, the problem was solved with $d_{\text{max}} = 2.5$ in the EFG region. The com-
parison between the nodal displacements along the length of the bar in all the three
cases and the analytical solution is shown in Figure 5(a). The nodal displacements
coincide and there is no apparent difference. The same problem is further analysed
with the same three types of discretization but this time using $d_{\text{max}} = 3.5$. In this
case the comparison between the nodal displacements along the length of the bar in
all three cases, and the analytical solution are shown in Figure 5(b). This time the
results for the nodal displacements of the two cases, i.e. MLS with interface and
max-ent without interface are in good agreement with the analytical solution. The
deviation of the nodal displacements from the analytical solution for the MLS with-
out interface can be clearly seen in Figure 5(b). This shows the importance of the
interface element, when using MLS in the EFG region of the problem.

The dependence of the results on $d_{\text{max}}$ is further analysed using plots of the
shape functions and shape function derivatives for all three cases. Plots for the shape
functions and shape function derivatives for the MLS with interface elements with
$d_{\text{max}} = 2.5$ are shown in Figures 6(a) and 6(c) respectively, and for $d_{\text{max}} = 3.5$ are
shown in Figures 6(b) and 6(d) respectively. It is clear from these plots that increasing
$d_{\text{max}}$ increases the number of nodes influencing the zone between the EFG and
FE regions. In this case, the interface element creates a smooth blending between
the EFG and the FE regions, i.e. there is no discontinuity in the shape functions
and shape functions derivative on $\Gamma_E$ and $\Gamma_F$. A jump can be observed in the shape
functions and shape function derivatives on $\Gamma_E$, which is the point where the shape
functions change from the MLS shape functions to the interface element shape func-
tions. For the max-ent without interface, plots for the shape functions and shape
function derivatives for $d_{\text{max}} = 2.5$ are shown in Figures 7(a) and 7(c) respectively,
and for $d_{\text{max}} = 3.5$ in Figures 7(b) and 7(d) respectively. In this case due to the weak
Kronecker delta property of the max-ent shape functions, all the shape functions and
shape function derivatives naturally blend together very smoothly on the boundary
node between the EFG and the FE region. The boundary node is used for the shape functions’ calculations on both the EFG and the FE region and the shape functions
of all the internal nodes on the EFG side goes to zero at this node. For the MLS with-
out interface, plots for the shape function and derivatives for $d_{\text{max}} = 2.5$ are shown
in Figures 8(a) and 8(c) respectively, and for $d_{\text{max}} = 3.5$ in Figures 8(b) and 8(d) respectively. A discontinuity in the shape functions and shape function derivatives
on the boundary nodes can be seen for $d_{\text{max}} = 2.5$, which is not sufficient to pro-
duce a significant deviation in the nodal displacements from the analytical solution
as shown in Figure 5(a). A very clear discontinuity in the shape functions and shape function derivatives can be seen on the boundary node between the EFG and the FE
region for $d_{\text{max}} = 3.5$, which produces a clear deviation in the nodal displacements
from the analytical solutions as shown in Figure 5(b). This clearly shows the need for
interface elements between the FE and the EFG region, when using the MLS shape
functions.

For convergence studies the $L_2$ norm of error in energy $\|e\|$, suggested in [36]
are used, that is

$$
\|e\| = \left( \int_{\Omega} e_{\varepsilon}^T D e_{\varepsilon} d\Omega \right)^{\frac{1}{2}} = \left( \int_{\Omega} e_{\sigma}^T D^{-1} e_{\sigma} d\Omega \right)^{\frac{1}{2}} .
$$

(23)

where $e_{\varepsilon}$ and $e_{\sigma}$ are errors in strains and stresses at a point $x$ and are written as

$$
e_{\varepsilon} = \varepsilon_{\text{exact}} - \varepsilon_{\text{num}}, \quad e_{\sigma} = \sigma_{\text{exact}} - \sigma_{\text{num}},
$$

(24)
where \( \varepsilon_{\text{exact}} \) and \( \sigma_{\text{exact}} \) are the exact strains and stresses at a point \( x \), while \( \varepsilon_{\text{num}} \) and \( \sigma_{\text{num}} \) are numerical strains and stresses at the same point respectively. For this purpose, for the max-ent without interface and the MLS without interface cases, half of the problem is discretized with the FE region, and the other half is discretized with the EFG region. For the MLS with interface case, half of the problem is discretized with the FE region, and the other half is discretized with the combine interface and the EFG regions. The number of nodes used for analysis in the problem domain in the consecutive discretizations are 11, 13, 15, 17, 19 and 21. \( d_{\text{max}} = 2.5 \) is used in this case. The convergence plots are shown in Figure 9, in which curves for the MLS with interface and max-ent without interface coincide with each other with almost the same rate of convergence. The MLS without interface performs poorly with high error and low rate of convergence as compared to the other two cases. For comparison, curves are also given in the same figure for the cases when the same problem is solved only with the FEM and only with the EFGM with the MLS and the max-ent shape functions. It is clear from Figure 9 that the coupled FE-EFGM performs somewhere between the pure FEM and the pure EFGM. The error in energy norm and rate of convergence for the coupled FE-EFGM also lies between the pure FEM and the pure EFGM cases. For the MLS without interface case, although at the start, the error in energy norm lies between the pure FEM and the pure EFGM cases, the rate of convergence is lower than the pure FEM case.

### 4.2. Two-dimensional cantilever beam

The behaviour of the 2D cantilever beam subjected to parabolic traction at the free end [37] is now examined. The geometry, coordinate system, loading and boundary conditions for the problem, which are more complicated than is often appreciated [38], are given in Figure 10. The analytical solution for the displacement field is given as [39]

\[
\begin{align*}
    u(x, y) &= \frac{Py}{6EI} \left[(6L - 3x)x + (2 + \nu) y^2 - \frac{3D^2}{2} (1 + \nu)\right], \quad (25a) \\
    v(x, y) &= -\frac{P}{6EI} \left[3\nu y^2 (L - x) + (3L - x)x^2\right], \quad (25b)
\end{align*}
\]

while the analytical solutions for the stress fields is

\[
\begin{align*}
    \sigma_{xx} &= \frac{P(L - x)y}{I}, \quad (26a) \\
    \sigma_{yy} &= 0, \quad (26b) \\
    \sigma_{xy} &= -\frac{P}{2I} \left[\frac{D^2}{4} - y^2\right], \quad (26c)
\end{align*}
\]

where \( I \) is the second moment of area. The analysis assumed a plane stress condition with \( P = 1000, \nu = 0.3, E = 30 \times 10^6, D = 12, L = 48 \) and unit thickness, all in compatible units. The problem was solved with the three different discretizations, i.e. the MLS with interface, the max-ent without interface and the MLS without interface. The problem is discretized with 189 \((21 \times 9)\) nodes and 160 \((20 \times 8)\) background cells, as shown in Figures 11(a) and 11(b) with interface elements and without interface elements respectively. In Figure 11(a), the first five columns (starting from the left) are the FE, and the sixth one consists of interface elements, while the rest are the EFG background cells. In Figure 11(b) the first five columns are the FE while the rest are the EFG background cells. In all three cases, essential boundary conditions are implemented directly due to the use of the FE on the essential boundary side.

Initially, the problem was solved with \( d_{\text{max}} = 2.5 \) and comparison of nodal displacement at \( y = 0 \), and stresses \( \sigma_{xx} \) and \( \sigma_{xy} \) at \( x = L/2 \) to the analytical solutions
are shown in Figures 12(a), 12(b) and 12(c) respectively. In this case all the results are in a close agreement with the analytical solution. Next, the same problem is solved with $d_{\text{max}} = 3.5$ and the same comparison of the nodal displacement and stresses with the analytical solution are shown in Figures 13(a), 13(b) and 13(c) respectively. A very clear difference between the numerical and analytical results in the case of the MLS without interface case can be seen in these plots. The results in the case of the MLS with interface and the max-ent without interface are again in close agreement with the analytical solution. This once again verifies that there is no need for the interface elements in the coupled FE-EFGM formulation while using the max-ent shape functions within the EFG region.

To study convergence for the same problem once again the $L_2$ norm of error in energy $\|e\|$ is used. In this case 27 (9 × 3), 52 (13 × 4), and 85 (17 × 5) nodes are used in the consecutive discretizations. For the max-ent without interface and the MLS without interface cases, half of the beam is modelled with the FEM, and the other half is modelled with the EFGM. For the MLS with interface case, half of the problem is modelled with the FEM, and the other half is discretized with the combine interface elements and the EFG background cells. The convergence plots for $d_{\text{max}} = 2.5$ are shown in Figure 14(a) in which all three curves are in very close agreement with almost the same rate of convergence. The same plots for $d_{\text{max}} = 3.5$ are shown in Figure 14(b), in which the curves for the MLS with interface, and the max-ent without interface are in very close agreement with almost the same rate of convergence however, the error is very high in the case of MLS without interface. This once again proves the importance of the interface elements (or transition regions) in the case when using MLS shape functions within the EFG regions.

### 4.3. Flexible strip footing

The third numerical example is an elastic plane strain flexible strip footing. The problem is also solved using hybrid MLPG and scaled boundary method in [40], the exact solution for which is given in [41]. The exact solution for the relative displacement between the centre of the footing and any point on the surface a horizontal distance $x$ from the centre is

$$\Delta u_y = \frac{2q(1-\nu^2)}{\pi E} \{ (x-R) \ln |x-R| - (x+R) \ln |x+R| + 2R \ln R \}, \quad (27)$$

where $2R$ is the width of footing and $q$ is the uniformly distributed load (or pressure per unit length) on footing. Here, $R = 0.6$, $q = 1000$ as shown in Figure 15. Due to symmetry only one-half of the problem, shown in gray in Figure 15, was modelled with appropriate boundary conditions. The coupled FE-EFGM discretization of the problem with and without an interface region are shown in Figures 16(a) and 16(b) respectively. In Figure 16(a), the region shown in gray from $y = 7.2$ to $y = 8$ and from $x = 0$ to $x = 0.8$ is the EFG region, followed by a strip of interface elements shown in orange and the rest is the FE region. In Figure 16(b), the region shown in gray from $y = 7.2$ to $y = 8$ is the EFG region and the rest is the FE region.

Initially, the problem is solved with the MLS with interface using the discretization shown in Figure 16(a). The imposition of the essential boundary conditions on the right and bottom edge is straightforward because of the use FE on these boundaries, while on the left edge it is more involved due to the presence of both the FE and the EFG regions. On the left edge, Lagrange multipliers are used to impose the essential boundary conditions for the first six nodes from the top, while the direct method is used for the rest of the nodes. The discretization shown in Figure 16(b), is used for the MLS without interface and max-ent without interface formulations. For the MLS without interface, Lagrange multipliers are used to impose the essential boundary conditions for the first five nodes from the top on the left edge, while
the direct method is used for the rest of the boundary nodes. In the case of max-ent without interface, all the essential boundary conditions are implemented directly. The problem is first solved with \( d_{\text{max}} = 2.5 \) for all three cases and a comparison of the surface deflection with the analytical solution is given in Figure 17(a). Here all the numerical results are in close agreement with the analytical solution. The same problem is again solved with the same parameters but changing \( d_{\text{max}} \) to 3.8 and a comparison between the numerical surface deflection in all three cases and the analytical solution is given in Figure 17(b). Once again, the results from the MLS with interface and max-ent without interface are in close agreement with each other and the exact solution. However a very clear difference can be seen in the results for the MLS without interface case, especially near the centre of the footing. Contour plots for the vertical displacements \( (u_y) \) at \( d_{\text{max}} = 3.8 \) for a region of the problem domain near the footing with dimensions \((2 \times 2)\) are also given in Figures 18(a), 18(b) and 18(c) for the MLS with interface, the MLS without interface and the max-ent with interface cases respectively. The \( u_y \) contours are very smooth throughout the regions in the MLS with interface and the max-ent without interface cases, while the results in the case of the MLS without interface are disappointing. The curves in this case are clearly in error, especially near the centre of the footing. The results once again verify that there is no need for a transition region between the FE and the EFG regions, when using max-ent shape functions within the EFG region. The results also verify the fact that the transition region is unavoidable in cases when using MLS within in the EFG region.

5. Extension to nonlinear problems

Having demonstrated above the accuracy of the proposed approach using coupled FE with max-ent based EFG regions, the next step is to move to nonlinear problems. In this section, the proposed coupled FE-EFGM approach is extended to geometrically nonlinear problems. Here an updated Lagrangian formulation is used to model finite deformation, in which all the kinematical variables are referred to the current configuration. The deformation gradient is used, which is the fundamental measure of deformation, to provide the relationship between the current and reference configurations, given by

\[
F = \frac{\partial \mathbf{x}}{\partial \mathbf{X}},
\]

where \( \mathbf{x} \) and \( \mathbf{X} \) are the coordinates of a point in the current and reference configurations respectively. The work-conjugate stress and strain measures used in this paper are logarithmic strain \( \varepsilon \) and Kirchhoff stress \( \tau \) [42], which are given as [43]

\[
\varepsilon = \frac{1}{2} \ln \mathbf{b} \quad \text{and} \quad \tau = J \sigma,
\]

where \( \mathbf{b} \) is the left Cauchy-Green strain tensor and \( J \) is the determinant of the deformation gradient \( \mathbf{F} \). In updated Lagrangian, the geometry is updated at each solution step, which include the update of nodal coordinates, Gauss points and domain of influences. The shape functions and corresponding shape function derivatives are also calculated at each solution step. In updated Lagrangian formulations, the updated deformation gradient \( \mathbf{F}_{n+1} \) at the end of increment \( n + 1 \) is written as

\[
\mathbf{F}_{n+1} = \Delta \mathbf{F} \mathbf{F}_n, \quad \Delta \mathbf{F} = [\mathbf{I} - \delta \mathbf{F}]^{-1}, \quad \delta \mathbf{F} = \sum_{i=1}^{L} \Delta \mathbf{u}_i \left[ \begin{array}{c} \frac{\partial \phi_i}{\partial x} \\ \frac{\partial \phi_i}{\partial y} \end{array} \right]^T,
\]

where \( \Delta \mathbf{F} \) is an increment in the deformation gradient, \( \mathbf{F}_n \) is the value of the deformation gradient at the end of previous increment, \( \mathbf{I} \) is a \( 2 \times 2 \) unit matrix in this
case, \( L \) is the number of nodes in support, \( \Delta \mathbf{u}_i \) is the vector of incremental nodal parameters (or fictitious nodal values) and the shape function derivatives are calculated with reference to the updated geometry. The updated left Cauchy-Green strain matrix \( \mathbf{b}_{n+1} \) is written as

\[
\mathbf{b}_{n+1} = \Delta \mathbf{F} \mathbf{b}_n \Delta \mathbf{F}^T,
\]

(31)

where \( \mathbf{b}_n \) is the value of the left Cauchy-Green strain matrix at the end of previous increment and is obtained by rearranging Equation (29) in terms of \( \mathbf{b} \). In the finite deformation case, the Newton-Raphson incremental-iterative procedure is used, i.e. load is applied incrementally in steps and convergence is sought for each increment, using

\[
f^\text{int}_{n+1}(\mathbf{u}_{n+1}) - f^\text{ext}_{n+1} = \text{oobf}_{n+1} = 0,
\]

(32)

where \( n+1 \) is the global Newton-Raphson iteration counter, \( f^\text{int}_{n+1} \) and \( f^\text{ext}_{n+1} \) are the global internal and external force vectors respectively, \( \text{oobf}_{n+1} \) is the residual or out-of-balance force and \( \mathbf{u}_{n+1} \) is a vector of nodal parameters or fictitious nodal values. The expression for the internal forces is given as

\[
f^\text{int}_{n+1} = \int_{\Omega} \mathbf{B}^T \sigma \, d\Omega = \sum_{i=1}^{n_g} \mathbf{B}_i^T \sigma_i |J_i| w_i,
\]

(33)

where \( n_g \) are the total number of Gauss points within the problem domain, \( \mathbf{B}_i \) is the strain displacement matrix at Gauss point \( i \), consisting of the shape function derivatives calculated with reference to the updated nodal coordinates and the updated position of the Gauss points and \( J_i \) and \( w_i \) are the Jacobian and weights associated with each Gauss points respectively. In this case, the equation for the global stiffness matrix is written as

\[
K_{ij} = \int_{\Omega} \mathbf{G}_i^T \mathbf{a} \mathbf{G}_j d\Omega,
\]

(34)

where \( \mathbf{G} \) is a full stain-displacement matrix, calculated with reference to the updated nodal coordinates and Gauss points and is written as

\[
\mathbf{G}_i = \begin{bmatrix}
\frac{\partial \phi_i}{\partial x} & 0 & \frac{\partial \phi_i}{\partial y} & 0 \\
0 & \frac{\partial \phi_i}{\partial y} & 0 & \frac{\partial \phi_i}{\partial x}
\end{bmatrix}
\]

(35)

and \( \mathbf{a} \) is the spatial tangent and is written as

\[
\mathbf{a} = \frac{1}{2J} \mathbf{DLB}^a - \mathbf{S}
\]

(36)

where

\[
\mathbf{L} = \frac{\partial \ln (\mathbf{b})}{\partial \mathbf{b}}, \quad (\mathbf{B}^a)_{ijkl} = \delta_{ik} (\mathbf{b})_{jl} + \delta_{jk} (\mathbf{b})_{il}, \quad (\mathbf{S})_{ijkl} = (\sigma)_{il} \delta_{jk}.
\]

(37)

Here \( \mathbf{L} \) is the derivative of the logarithm of \( \mathbf{b} \) with respect to its component, the detail of which is given in [44], while \( \mathbf{S} \) is known as the non-symmetric stress corrector and \( \delta_{ij} \) is the Kronecker delta.

For linear elastic or small strain problems, the FE or the EFG regions can be identified based on the problem dimensions, which is not applicable in case of large strain or finite deformation problems, as the geometry is changing during the solution. In these problems, it is necessary to attach a tag to each integration (Gauss) point to identify the FE or the EFG regions in the problem domain to which it belongs.
6. Numerical examples

Two numerical examples are now given in this section to demonstrate the implementation and performance of the current coupled FE-EFGM approach with geometrical nonlinearity.

6.1. Infinite plate strip. The first geometrically nonlinear problem solved by the coupled FE-EFGM formulation is an infinite plate strip subjected to uniformly distributed load $q$ and with simple supported edges, as shown in Figure 19. The dimensions of the plate are, length $L$ in $x$ direction, thickness $h$ in $z$ direction and with an infinite width in $y$ or out of plane direction. The analytical solution for this problem is given in [45], where it is given that the solution of the finite length plate approaches the one with infinite length when $\frac{L}{h} > 3$. The same problem is also solved in [46, 47] to validate the FEA finite deformation solution. The solution for the deflection $w$ at a distance $x$ is given as [45, 46]

$$w = \frac{qL^4}{16a^4D} \left[ \frac{\cosh u \left(1 - \frac{2x}{L}\right)}{\cosh u} - 1 \right] + \frac{qL^2x}{8a^2D} (L - x)$$ \hspace{1cm} (38)

where $D = \frac{Eh^3}{12(1-\nu^2)}$ is the flexural rigidity of the plate and $a^2 = \frac{SL^2}{4El^2}$, is found using

$$\frac{135}{16a^5} \left[ \tanh u + \frac{u \tanh^2 u}{5} - u + \frac{2u^3}{15} \right] = \frac{E^2h^8}{(1-\nu^2)^2} \frac{q^2L^8}{4L^8}.$$ \hspace{1cm} (39)

where $S$ is the in-plane force. The maximum neutral axis deflection at $x = \frac{L}{2}$ is also given as

$$w_{max} = \frac{5qL^4}{384D} \left[ \frac{\text{sech} u - 1 + \frac{u^2}{2}}{\frac{5u^4}{24}} \right],$$ \hspace{1cm} (40)

The problem was solved using $L = 10$, $h = 0.2$, $E = 1 \times 10^7$, $\nu = 0.25$ and $q = 40$, all in compatible units, while due to symmetry only half of the problem was modelled and the total pressure was applied in 20 equal step. In this case half of the remaining problem domain is discretized with the 40 $(20 \times 2)$ EFG background cells and the remaining half with the 40 $(20 \times 2)$ FE, while the total number of nodes used is 123 $(41 \times 3)$. The coupled FE-EFGM undeformed configuration is shown in Figure 20(a) along with the deformed configuration for the same problem at the end of analysis. A comparison between numerical and analytical applied pressure versus the central displacement of the neutral axis normalized over the thickness of the plate is shown in Figure 20(b), giving excellent agreement. Furthermore, at the end of analysis a comparison between the numerical and analytical solution for the deflected profile normalized over the thickness of the plate is shown in Figure 20(c), again with excellent agreement. These results demonstrates that the proposed FE-EFGM approach can accurately capture the nonlinear behaviour of the plate.

6.2. Elastic cantilever beam. The second geometrically nonlinear problem is an elastic cantilever beam, subjected to uniformly distributed load (UDL) of $q$. The geometry, boundary condition and loading with deformed and undeformed configuration for the the cantilever beam with UDL is shown in Figure 21(a), where $L$, $H$, $B$ are the length, height and breadth in the $x$, $y$ and $z$ directions, $u_x$ and $u_y$ are the deformations in $x$ and $y$ direction respectively. The problem was solved with $L = 10$, $H = 1$, $B = 1$, $E = 1.2 \times 10^7$, $\nu = 0.2$ and $q = 10$. The pressure was applied to the neutral axis in 20 equal increments. Half of the beam was modelled with the 20 $(10 \times 2)$ EFG background cells, and the other half with 20 $(10 \times 2)$ FE. An undeformed hybrid FE-EFGM discretization is shown in Figure 21(b) with
42 (21 × 2) nodes. The final deformed configuration for this problem is also shown in Figure 21(b), which shows very large deformation. A comparison is also shown between the numerical and the reference solution [46] for the pressure versus $u_x$ and $u_y$ normalized over the length of the beam in Figure ?? and ?? respectively. Good agreement can be seen in these plots between the analytical and reference solution, which once again shows that the proposed coupled FE-EFGM approach can be used for nonlinear problems, even with very large deformation.

7. Concluding remarks

A new method of coupling the FEM with the EFGM based on the local max-ent shape functions has been proposed in this paper. These shape functions possess a weak Kronecker delta property at the boundaries, which provides a natural way to couple the regions without the use of a transition or an interface region. Results from the proposed coupled FE-EFGM have been compared with the corresponding results from the conventional FE-EFGM coupling, in which the MLS shape functions were used within the EFG region and interface elements were used between the FE and the EFG regions. A comparison was also made with the case in which the MLS shape functions were used within the EFG region but with no interface region between the FE and the EFG. Very good agreement between the analytical and numerical solution was observed in all three cases with smaller domains of influence, as the MLS shape functions approach the FE shape functions with these smaller influence domains. However, the performance of the MLS in coupling the methods without an interface deteriorates as influence domains become larger, as the MLS shape functions will lose the approximate Kronecker delta property but even though the proposed coupling approach performs satisfactorily. Convergence plots of error in energy norm show that, the proposed coupling approach performs very close to conventional coupling, with almost the same rate of convergence, even with very large influence domains. The proposed coupling procedure was also extended to two-dimensional geometrically nonlinear problems. Once again, in these cases, it was shown from the solution of benchmark numerical examples that the proposed coupling approach performs satisfactorily, with excellent agreement between the numerical and corresponding analytical or reference results. Although lower-order elements were used in the FE region, it is straightforward to extend these ideas to high-order elements. Furthermore, only geometric nonlinearities are used in this paper but it is straightforward to include material nonlinearities.
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Figure 4: Discretizations for the one-dimensional bar problem
Figure 5: Displacements for the one-dimensional bar problem
Figure 6: Shape functions and shape function derivatives for the one-dimensional bar problem coupling using MLS with interface elements.

(a) Shape functions $d_{max} = 2.5$

(b) Shape functions $d_{max} = 3.5$
(a) Shape functions $d_{max} = 2.5$

(b) Shape functions $d_{max} = 3.5$

Figure 7: Shape functions and shape function derivatives for the one-dimensional bar problem coupling using max-ent without interface elements
Figure 8: Shape functions and shape function derivatives for the one-dimensional bar problem coupling using MLS without interface elements

(a) Shape functions $d_{max} = 2.5$

(b) Shape functions $d_{max} = 3.5$
Figure 9: Convergence plots for different discretizations for the one-dimensional bar problem

Figure 10: Geometry, boundary condition and loading for 2D beam problem
Figure 11: Discretizations for the two-dimensional beam problem
Figure 12: Displacements and stresses for the two-dimensional beam problem at $d_{\text{max}} = 2.5$.

(a) $u_y$ at $y = 0$

(b) $\sigma_{xx}$ at $x = L/2$

(c) $\sigma_{xy}$ at $x = L/2$
Figure 13: Displacements and stresses for the two-dimensional beam problem at $d_{\text{max}} = 3.5$:

(a) $u_y$ at $y = 0$

(b) $\sigma_{xx}$ at $x = L/2$
Figure 14: Convergence plots for different discretizations and at different $d_{\text{max}}$ for the two-dimensional beam problem
Figure 15: Geometry, boundary condition and loading for the flexible strip footing problem
Figure 16: Discretizations for the flexible strip footing problem

(a) with interface element
Figure 17: Surface deflection for different discretization for the flexible strip footing problem

(a) $d_{max} = 2.5$

(b) $d_{max} = 3.8$
Figure 18: Displacement ($u_y$) contours at $d_{\text{max}}=3$ for the flexible strip footing problem.
Figure 19: Infinite plate strip subjected to uniformly distributed load
Figure 20: Problem regions and results for the nonlinear infinite plate strip.
Figure 21: Geometry with undeformed and deformed configuration of the elastic cantilever beam problem with UDL.