NONLINEAR MODELS FOR THE STATISTICS OF ADAPTIVE WAVELET PACKET COEFFICIENTS OF TEXTURE
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ABSTRACT

Probabilistic adaptive wavelet packet models of texture provide new insight into texture structure and statistics by focusing the analysis on significant structure in frequency space. In very adapted subbands, they have revealed new bimodal statistics, corresponding to the structure inherent to a texture, and strong dependencies between such bimodal subbands, related to phase coherence in a texture. Existing models can capture the former but not the latter. As a first step towards modelling the joint statistics, and in order to simplify earlier approaches, we introduce a new parametric family of models capable of modelling both bimodal and unimodal subbands, and of being generalized to capture the joint statistics. We show how to compute MAP estimates for the adaptive basis and model parameters, and apply the models to Brodatz textures to illustrate their performance.

1. INTRODUCTION

The ability to describe, analyse, and classify textures is an integral part of image processing due to the frequent association of particular textures with particular entities in the scene. For example, in remote sensing, which is our target application, satellite sensor resolutions of the order of a metre mean that some entities (forest, fields,...) can be characterized by their texture, something that was not possible with lower resolutions. The result is a large body of work on texture analysis, modelling, and classification. Despite this attention, however, it cannot be said that texture is fully understood. For example, as will be discussed later, many probabilistic models of texture in the literature describe ensembles in which the most probable images are constant, rather than textured.

In [4], Brady et al. studied probabilistic adaptive wavelet packet models of texture. The notion of adapting wavelet packet bases to the data was introduced at the same time as wavelet packets themselves [7], and the idea was swiftly applied to texture classification [5, 14]. Brady et al. embedded the idea in a Bayesian probabilistic framework in which the adapted basis and model parameters were simultaneously estimated. This justifies the criterion used for adaptivity, makes underlying assumptions explicit, and provides as output an image model that can be used for any subsequent purpose. Probabilistic adaptive wavelet packet models are parameterized by a dyadic division of (one quadrant of) the Fourier domain (given a mother wavelet, this defines a wavelet packet basis) and, for each subband, a set of parameters defining the probability distribution for the coefficients in that subband. (The mother wavelet can also be included as a parameter, and estimated [1].) This type of model presents several advantages for texture modelling. All wavelet approaches [15] have the advantage that they are easily adapted to regions of different shapes, at least approximately, unlike the Fourier basis. However, like the pixel basis, the assumption of independence between all wavelet coefficients is not sufficient to capture the structure present in textures. In particular, the standard wavelet basis only captures long range dependencies at low frequency, whereas typical dependencies in textures exist at medium frequencies also. In the pixel basis, this problem is addressed using Markov random fields, and there is a great deal of work on using such distributions to model texture [9]. However, the range of the dependencies present in many textures make such an approach computationally difficult. Using wavelet bases, Markov [3] and hidden Markov tree [6] models have been used to introduce dependencies between different scales. Originally designed to capture the structure of edges in the image, these models are not particularly well adapted to the type of within-scale dependencies necessary to represent strong periodicities, for example. Such within-scale dependencies turn each level of the wavelet decomposition into a Markov random field, thus again making the problem computationally hard.

Adaptive wavelet packet bases capture long-range dependencies while maintaining computational tractability by incorporating the dependencies into the structure of the basis itself, while maintaining independence between coefficients. Highly adapted subbands effectively link together nearby wavelets, thus incorporating dependencies, while the fall-off of dependence with distance means that the wavelet packet coefficients can more reasonably be supposed to be independent. This is similar to the approach taken with ‘geometric’ wavelets (curvelets, ridgelets, etc.), where a different basis is used to capture the dependencies implied, for example, by an edge.

In [4], Brady et al. used Gaussian distributions for the subbands. They discovered, however, that in the subbands most closely adapted to the texture, the statistics, far from being Gaussian, or even generalized Gaussian, were bimodal. A posteriori, the reason for this is clear. The standard leptokurtic statistics for wavelet coefficients arise because the wavelet filters respond weakly in smooth parts of an image, responding strongly only at high image gradients. In the case of a wavelet packet basis adapted to a texture, however, the most highly adapted wavelet filters respond strongly almost everywhere, giving few zeros and many reasonably large values. The bimodal statistics mean that samples from the adap-
Adaptive wavelet packet models take the following form:

\[ P(I|\theta, T) = \prod_{\alpha \in T} P(w_{\alpha}|\theta_{\alpha}, \alpha), \quad (2.1) \]

where: \( I: \Omega \rightarrow \mathbb{R} \) is the image on some domain \( \Omega \); \( T \) is a dyadic partition of one quadrant of the Fourier domain; \( \alpha \) labels the elements of the partition, the subbands; \( \theta: T \rightarrow \mathbb{R}^{\alpha} \) gives the parameters for each subband \( \alpha \); and \( w_{\alpha} \) are the wavelet packet coefficients of \( I \) in subband \( \alpha \). We will further assume that the coefficients in each subband are independent:

\[ P(w_{\alpha}|\theta_{\alpha}, \alpha) = \prod_{i: \alpha} P(w_{\alpha,i}|\theta_{\alpha}, \alpha). \quad (2.2) \]

To define the model, it therefore suffices to give the distribution for a single wavelet packet coefficient in each subband. In order to model the bimodal statistics of the wavelet packet coefficients of textures, we choose the following parametric family:

\[ P(w_{\alpha,i}|f_{\alpha}, g_{\alpha}) \propto \exp \left\{ -\left( f_{\alpha}w_{\alpha,i}^2 + g_{\alpha}w_{\alpha,i}^4 \right) \right\}, \quad (2.3) \]

where \( \theta_{\alpha} = (f_{\alpha}, g_{\alpha}) \) are the parameters associated with subband \( \alpha \).

For \( g_{\alpha} = 0 \), the distribution is Gaussian, and on using equations (2.1) and (2.2), we recover the family of adaptive wavelet packet basis distributions used by Brady et al. in [4]. When \( f_{\alpha}, g_{\alpha} > 0 \), the distribution has a flattened form. More interestingly, when \( g_{\alpha} > 0 \) and \( f_{\alpha} < 0 \), the distribution is bimodal. Thus different parameters in different subbands allow us to interpolate between these types of distribution. Figure 2 shows some examples.
when and second kinds respectively. To avoid numerical problems when \( h \gg 1 \), we use an expansion in powers of \( g \) when \( h \) is large:

\[
\int_{-\infty}^{\infty} dx e^{-fx^2-gx^4} \simeq \int_{-\infty}^{\infty} dx e^{-fx^2} (1-gx^4 + \frac{1}{2}g^2x^8 + \cdots) .
\]

This results in the following approximate expression for \( Z \):

\[
Z(f,g) = \sqrt{\frac{\pi}{f}} \left( 1 - \frac{3g}{4f^2} + \frac{105g^2}{32f^4} + \cdots \right) .
\]

The optimization problem involves only the log likelihood \( L_{\alpha} \) for each subband (we drop the subscript \( \alpha \) for ease of reading):

\[
L(w|f,g) = -n \ln Z(f,g) - f \sum_i w_i^2 - g \sum_i w_i^4 .
\]

where \( n \) is the number of coefficients in the subband. The optimization problem is then to maximize \( L_{\alpha} \) over \( f \) and \( g \) given the constraint \( g \geq 0 \). Thus we wish to solve the equations

\[
L_f = 0 = -n \frac{Z_f}{Z} \sum_i w_i^2 ,
\]

\[
L_g = 0 = -n \frac{Z_g}{Z} \sum_i w_i^4 ,
\]

where subscripts indicate differentiation. To perform this optimization, we use a quasi-Newton algorithm [12] with the DFP updating method [10]. Standard Newton-Raphson optimization does not work because it frequently overshoots the barrier \( g = 0 \), creating negative values of \( g \) and an undefined normalization constant. The quasi-Newton algorithm takes the following steps to find a zero of a function \( F : \mathbb{R}^n \rightarrow \mathbb{R} \) (note that the derivatives of \( L \) form a function from \( \mathbb{R}^2 \) to itself):

- Choose an initial point \( x_0 \in \mathbb{R}^n \) and a positive semidefinite matrix \( H_0 \) (typically, \( H_0 = I \), the identity matrix);
- At step \( k \):
  1. Define a direction \( d_k = -H_k F(x_k) \);
  2. Find \( t_k > 0 \) such that \( F(x_k + t_k d_k) < F(x_k) \);
  3. Set \( x_{k+1} = x_k + t_k d_k \);
  4. If \( F(x_{k+1}) \neq 0 \), compute \( H_{k+1} \).

The DFP update method takes the following form (where \( \delta x_k = x_{k+1} - x_k \) and \( \delta F_k = F(x_{k+1}) - F(x_k) \)):

\[
H_{k+1} = H_k + \frac{\delta x_k \delta x_k^T}{\delta F_k^T \delta F_k} - \frac{H_k \delta F_k \delta F_k^T}{\delta F_k^T H_k \delta F_k} .
\]

where superscript \( T \) denotes transpose. For further explanation, we refer the reader to the references cited above.

We note that the kurtosis of the distribution in equation (2.3) is always less than 3, which is the kurtosis of a Gaussian distribution. If the sample kurtosis of the coefficients in the subband is greater than 3, we avoid the above optimization and simply set \( g = 0 \), leaving the trivial problem of estimating the variance of a Gaussian distribution.

The choice of initialization point is important. We use a rather naïve but in practice effective device: we set \( f_0 \) and \( g_0 \) equal to their estimated values if the other were set to zero:

\[
f_0 = \frac{n}{2 \sum w_i^2} \quad g_0 = \frac{n}{4 \sum w_i^4} \quad (3.2)
\]

Figure 2: Equation (2.3). Top left: \( f = 1, g = 0 \); Top right: \( f = 1, g = 20 \); Bottom left: \( f = -1, g = 1 \); Bottom right: \( f = -2, g = 0.5 \).
This leaves open the sign of \( f \). To set this, we note that the kurtosis of the distribution in equation (2.3) is a monotonically increasing function of \( f \). The threshold value at \( f = 0 \) is easily computed to be
\[
\kappa^* = \frac{\Gamma(\frac{5}{4})\Gamma(\frac{1}{4})}{\Gamma^2(\frac{1}{4})} \approx 2.18.
\]
We set \( f > 0 \) if \( \kappa(w) > \kappa^* \), where \( \kappa(w) \) is the sample kurtosis.

4. RESULTS

We present here the results on Brodatz textures. More results are available in [2]. Figure 3 shows the decomposition for the D84 Brodatz texture for \( \beta = 220 \). Frequency increases from top to bottom and from left to right. The black subbands are Gaussian (\( g = 0 \)), the grey subbands have \( f, g > 0 \), while the white subbands are bimodal (\( f < 0, g > 0 \)).

Figure 3: The D84 texture, and its adaptive wavelet decomposition for \( \beta = 220 \). Black indicates a Gaussian subband, gray \( f,g > 0 \), white a bimodal subband.

Figure 4 shows the histograms of the adaptive wavelet packet coefficients taken from two bimodal subbands. The curves display the fitted models.

Figure 4: Histograms of the adaptive wavelet packet coefficients of D84 in two bimodal subbands, for \( \beta = 220 \), together with the fitted models.

Figure 5 shows the decomposition for the D104 Brodatz texture obtained with \( \beta = 280 \), while figure 6 shows histograms of two bimodal subbands and the fitted models.

5. CONCLUSION

The models described here work well, enabling the diverse observed behaviours of the wavelet packet coefficients to be captured by a single two parameter model. The resulting image probability distributions can be used, for example, for segmentation. Several points need to be addressed, however, before the potential of the models is fully realized. First, the models are not rotation invariant. While this can be addressed in the usual way using mixture models over rotations via alignment of the texture with the model, this is far from ideal. Intrinsically invariant models would be better. Unfortunately, imposing rotation invariance on a Gaussian distribution leads to a limited class of models that describe unoriented textures. While these have their uses, in many cases they are not sufficient. One of the advantages of the quartic models presented here is that they can be generalized to given rotationally invariant models that nevertheless can describe oriented textures. Second, although capturing the bimodality is a good start in terms of modelling a texture, it does not take into account the relationship between subbands. These dependencies can be complex, as we have seen. Again, the quartic models can be generalized to model these joint statistics. Finally, a further generalization can also capture the phase relationships between Fourier components that are critical to distinguishing certain textures.
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