Spatial morphology of the secondary emission in the Galactic Center gamma-ray excess
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Excess GeV gamma rays from the Galactic Center (GC) have been measured with the Fermi Large Area Telescope (LAT). The presence of the GC excess (GCE) appears to be robust with respect to changes in the diffuse background modeling. The three main proposals for the GCE are an unresolved population of millisecond pulsars (MSPs), outbursts of cosmic rays from the GC region, and self-annihilating dark matter (DM). The injection of secondary electrons and positrons into the interstellar medium (ISM) by an unresolved population of MSPs or DM annihilations can lead to observable gamma-ray emission via inverse Compton scattering or bremsstrahlung. Here, we investigate how to determine whether secondaries are important in a model for the GCE. We develop a method of testing model fit which accounts for the different spatial morphologies of the secondary emission. We examine several models which give secondary emission and illustrate a case where a broadband analysis is not sufficient to determine the need for secondary emission.
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I. INTRODUCTION

Several independent groups have reported evidence of extended spherically symmetric excess gamma-ray emission above the diffuse galactic background (DGB) from the central few degrees around the Galactic Center (GC) [1–8]. The spectrum of this Galactic Center excess (GCE) peaks around 1–3 GeV and is harder than a pion bump. The GCE drops by $\sim 2^{\theta+1}$ where $\theta$ is the angle from the GC. This corresponds to a drop with radius $(r)$ from the GC as $r^{-2\theta}$ where $\gamma \sim 1.2$. The GCE has also been found to extend out as far as $\sim 10^6$ [9,10], and its existence appears to be robust with respect to systematic errors [7,8,10–14], although see Ref. [15] for a counter-argument based on a spectral-only approach. There is some debate over how much the spectrum and spatial morphology are affected by uncertainties in the DGB, with some authors arguing the effect could be quite large [8,16–18]. An additional independent ridge-like GeV excess which is correlated with the HESS TeV ridge [19] has also been detected [3,11,12,20] and is thought to be due to cosmic rays interacting with molecular gas [11,20–22].

Various alternative explanations of the GCE have been proposed. One possibility is a population of $\sim 10^3$ millisecond pulsars (MSPs) [5,7,11,23–28] or young pulsars [29]. However, there is some debate about whether the subsequent emission could successfully extend out as far as $\sim 10^6$ [30–35] given the number of pulsars that have already been resolved by the Fermi Large Area Telescope (LAT) [36,37]. Another proposal is a burst, a continuous injection, or series of bursts of cosmic-ray injections in the GC [38,39]. However, there is debate about whether a working version of this is fine-tuned [40,41]. More exotically, dark matter (DM) particles with masses of about 10–100 GeV annihilating into a variety of channels have also been proposed [1,3–7,10–12]. There is debate [42,43] as to what extent the DM explanation is consistent with Fermi-LAT observations of dwarf satellites of the Milky Way [44–46].

Secondary electrons and positrons ($e^\pm$) would be injected into the interstellar medium either by an unresolved population of $\sim 10^3$ MSPs or via DM annihilations, if either of these is responsible for the $\gamma$-ray excess seen towards the GC. The interaction of such particles with the interstellar radiation field (ISRF), galactic magnetic fields, and interstellar gas, would modify not only the energy spectrum but also the spatial morphology of the extended $\gamma$-ray source.

The model prediction from DM annihilation secondaries is discussed in Refs. [47,48]. The Fermi-LAT constraints on
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secondarys from DM annihilations in the GC were considered in \cite{10,12,49,50}, but only the spectral changes were included in the likelihood analysis. The authors of Ref. \cite{51} nonparametrically accounted for different secondary spatial morphologies. They used a 20 cm component to model secondary emissions from bremsstrahlung and a template based on infrared starlight emission to model secondary emission from inverse Compton (IC) scattering. They found both these templates inclusion to be preferred secondary emission from inverse Compton (IC) scattering.

In the context of the MSP explanation of the GeV excess, Refs. \cite{32,52} have investigated the importance of secondary emission for multi-wavelength analyses as well as established a reliable MSP luminosity function.

In this article, we examine the importance of also including the different spatial morphology of the secondary emission which results from the diffusion of the secondary electrons. This has been done to some extent in Refs. \cite{14,42,53}, but there they exclude $|b| < 2^\circ$ and they do not use the full likelihood approach provided by the LAT Science Tools. We also examine different methods of determining whether secondaries make a significant difference to a model fit of the GCE.

II. MODELS FOR THE GAMMA-RAY EMISSION

We compute the various components of the \( \gamma \)-ray emission from DM in the region of interest as follows. The prompt diffuse \( \gamma \)-ray intensity for annihilation channel \( i \) is simply given by integrating the DM density squared over the line of sight (l.o.s.) coordinate \( s \) (see, e.g. Ref. \cite{54}):

\[
E_i^2 \frac{dn_i}{dE_i d\Omega} \bigg|_{\text{prompt}} = \frac{E_i^2}{4\pi 2} \left( \frac{\rho_\odot}{m_{DM}} \right)^2 \langle \sigma v \rangle_i \frac{dN_{\gamma,i}}{dE_i}
\times \int_{\text{l.o.s.}} \left( \frac{\rho(x)}{\rho_\odot} \right)^2 ds, \tag{1}
\]

where \( \rho(x) \) is the DM density, \( \rho_\odot \) the DM density in the solar neighborhood, \( m_{DM} \) the DM mass, \( E_i \) the \( \gamma \)-ray energy, \( \langle \sigma v \rangle_i \) the annihilation cross section into channel \( i \), and \( dN_{\gamma,i}/dE_i \) the \( \gamma \)-ray spectrum from this final state, taken from Ref. \cite{54}. Also, \( \Omega \) represents the dependence on the solid angle.

To compute the secondary IC and bremsstrahlung \( \gamma \)-ray emissions, we first need to compute the electron and positron spectrum, taking energy losses and spatial diffusion into account. In a steady state, this reads (see, e.g. Ref. \cite{50})

\[
\psi_{e,i}(x, E) = \frac{\kappa_i}{b(x, E)} \int_{E}^{E_{\text{max}}} \tilde{I}_i'(\lambda_0(\lambda(E, E_s))) \frac{dN_{e,i}}{dE_s} dE_s, \tag{2}
\]

where \( \kappa_i = (1/2)\langle \sigma v \rangle_i (\rho_\odot/m_{DM})^2, E_{\text{max}} = m_{DM}, \) and the total energy loss term \( b(x, E) \) is the sum of the synchrotron, IC and bremsstrahlung losses and is given in the Appendix. Here, \( dN_{e,i}/dE_s \) is the number of electrons produced by the hadronization or decay of final state \( i \), and we use the values tabulated in Ref. \cite{54}. The halo function \( \tilde{I}_i'(\lambda_0(\lambda(E, E_s))) \) contains all the information on the way the DM profile is reshaped by spatial diffusion through the diffusion length \( \lambda_0 \). The latter represents the distance traveled by a particle produced at energy \( E_s \) and losing energy during its propagation down to energy \( E \). It is given by (see, e.g. Ref. \cite{50})

\[
\lambda_0^2(E, E_s) = 4 \int_{E}^{E_s} \frac{K(E')}{b_0(E')} dE', \tag{3}
\]

where \( b_0 \) is the energy loss term at the center, \( b_0(E) = b(0, E) \) and \( K \) is the diffusion coefficient, for which we make similar assumptions as in Ref. \cite{55}:

\[
K(E) = K_0 \left( \frac{E}{E_0} \right)^{\delta}, \tag{4}
\]

with \( K_0 = 4.46 \times 10^{28} \text{ cm}^2 \text{s}^{-1} \) and \( E_0 = 3 \text{ GeV} \). We take \( \delta = 0.33 \), corresponding to Kolmogorov turbulence.

We compute the halo function following Ref. \cite{50}. We consider a half height of 4 kpc for the diffusion zone. Note that we treat inhomogeneous energy losses in a simplified way. More specifically, we keep the spatial dependence in the \( 1/b \) term in Eq. (2) and in the emission spectrum \( P \), but we compute the effect of the diffusion assuming homogeneous losses, equal to the value of the losses at the center, \( b_0 \). This simplification, which allows us to avoid resorting to a full treatment of the inhomogeneous propagation equation, is justified by the fact that the DM profile is sharply peaked at the center, so the profile is essentially reshaped by diffusion according to the parameters of the ISM very close to the GC. Moreover, the spatial dependence of the losses only enters the diffusion length through a square root, so the spatial variation of the flux is dominated by the \( 1/b \) factor and the emission spectrum. On top of that, the energy losses vary only mildly over the region of interest.

In summary, we used a refined treatment of the secondary fluxes with respect to Ref. \cite{50}—where the whole calculation was done assuming homogeneous losses—but using the same accurate treatment of the steepness of the DM profile in the halo functions. For the case of interest, this is a good approximation to the fully inhomogeneous resolution methods used, e.g. in the GALPROP code, \footnote{http://galprop.stanford.edu/} the DRAGON code \cite{56}, or in Ref. \cite{48}, but more straightforward in terms of computation techniques. We actually
obtain approximately the same morphology as in Ref. [57] where the flux was computed with DRAGON as shown in Appendix B.

The spectrum $\psi_{e,i}$ is then convolved with the emission spectrum $P = P_{\text{IC}} + P_{\text{brms}}$ (given in the Appendix) to obtain the photon emissivity:

$$j_i(\vec{x}, E_r) = N_e \int_0^{E_{\text{max}}} P(\vec{x}, E_r, E_e) \psi_{e,i}(\vec{x}, E_e) dE_e.$$  \hspace{1cm} (5)

where $N_e = 2$ accounts for the sum of the electron and positron contributions since a positron is always simultaneously produced with an electron, and the minimum electron energy is $E_{\text{min}} \sim E_r$. In practice, bremsstrahlung is subdominant compared to IC. This was not the case in Ref. [50], where we had used a simplified model for the gas density, corresponding to higher bremsstrahlung losses than what is obtained here using the GALPROP maps (see Appendix).

The intensity from secondary emissions is then given by integrating the emissivity over the l.o.s.:

$$E_{\gamma} \frac{dn_{\gamma}}{dE_{\gamma} d\Omega} \bigg|_{\text{sec}} = \frac{E_{\gamma}}{4\pi} \int_{\text{l.o.s.}} j_i(\vec{x}, E_r) ds.$$  \hspace{1cm} (6)

The derivation of the secondary $e^+$ and $e^-$ fluxes from MSPs is essentially the same as DM annihilations with $E_{\text{max}}$ now given by the maximum injection energy. For pulsars, we use a delta function injection spectrum $dN_e/dE_S = \delta(E_S - E_{\text{max}})$ with $E_{\text{max}} = 20 \text{ GeV}$, as suggested in Ref. [52] and discussed in the following. We parametrize the amplitude of the secondaries as the ratio ($r$) of the energy of gamma rays observed from the secondary emission to the energy of gamma rays from the primary emission. Finally, the prompt $\gamma$-ray emission from MSPs is modeled as a power law with the exponential cutoff

$$\frac{dN}{dE} = K \left( \frac{E}{E_0} \right)^{\Gamma} \exp \left( -\frac{E}{E_{\text{cut}}} \right),$$  \hspace{1cm} (7)

where photon index $\Gamma$, a cutoff energy $E_{\text{cut}}$, and a normalization factor $K$ are free parameters.

III. DATA ANALYSIS

A. Data Selection

The Fermi-LAT is a $\gamma$-ray telescope sensitive to photon energies from 20 MeV to more than 300 GeV [58]. In operation since August 2008, this instrument makes all sky observations every $\sim$3 hours. The angular resolution of Fermi-LAT depends on the photon energy, improving as the energy increases [58].

The analysis presented here was carried out with 45 months of observations from August 4, 2008 to June 6, 2012\(^2\) as with using the LAT Pass-7 data. The SOURCE class events and the Instrument Response Functions (IRFs) were used.

In this study, we selected events within a squared region of $7^\circ \times 7^\circ$ centred on Sgr A$^*$, with energies greater than 300 MeV, and without making any distinction between Front and Back events. For energies lower than 300 MeV, the angular resolution of the LAT is poor. Source confusion could introduce a large bias to the analysis, whereas above 100 GeV it is limited by low photon statistics.

The zenith angles were chosen to be smaller than 100$^\circ$ to reduce contamination from the Earth limb. Time intervals when the rocking angle was more than 52$^\circ$ and when the Fermi satellite was within the South Atlantic Anomaly were also excluded.

The sources spectra were computed using a binned likelihood technique [59] with the $pyLikelihood$ analysis tool, and the energy binning was set to 24 logarithmic evenly spaced bins. The LAT Science Tools\(^4\) v9r33p0 was used.

B. Analysis Methods

The spectral and spatial features of an extended $\gamma$-ray source are inherently correlated. Modifications to the spatial model would distort the source spectra and vice versa [60]. It is therefore necessary to assess the impact of secondary $\gamma$-ray radiation in the fit to the GC. We use a fitting method that is fully 3D (comprising an energy axis for the third dimension) and that self-consistently considers the distinct morphological characteristics of the GC extended source in energy and space.

1. Fitting procedure

The complex spectrum and spatial extension of the extended central source is represented as three constituents: (i) prompt emission, (ii) IC, and (iii) a bremsstrahlung component. For the first case, we use a 2D spatial map given by the square of a generalized Navarro-Frenk-White (NFW) profile with an inner slope of $\gamma = 1.2$. The prompt energy spectrum depends on the final states and the different sources of the case of interest. The remaining two secondary components are modeled by spatially extended sources as explained in Sec. II. Their corresponding spatial templates account for spatial variations in energy and are, in this sense, 3D MAPCUBE maps. All three spatial

\(^2\)Pass-7 data has been superseded by Pass-8. However, the Galactic diffuse emission model corresponding to Pass-8 is not recommended for analysis of extended sources. Hence, we use the 193 weeks of Pass-7 data that are still available at http://heasarc.gsfc.nasa.gov/FTP/fermi/data/lat/weekly/p7v6/photons/. However, preliminary tests found similar results with Pass-8 data.

\(^3\)http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/.

\(^4\)http://fermi.gsfc.nasa.gov/ssc/data/analysis/.
model components have been appropriately normalized\(^5\) to input in the LAT Science Tools software package.

This work utilizes two different fitting methods: a broadband fit analysis and a bin-by-bin analysis procedure:

(i) **Broadband fit:** The fit to the entire energy range (0.3–100 GeV) is executed using a similar approach to that followed by the Fermi team in the analysis of the Crab pulsar in the construction of the 3FGL \([59]\) catalog. The global best fit for the three-component central source is reached iteratively, keeping fixed the parameters describing the spectral shape of the three different components in every iteration step. The flux normalization of the sources are adjusted in such a way that the flux ratio (predicted by our simulations) between the three components is always maintained for the DM case once the DM mass is fixed and for a given annihilation channel. For the MSP case, we just maintain the IC to bremsstrahlung ratio and then leave the ratio to the prompt emission as a free parameter. In practice, this is accomplished by constructing a grid of \(\log(L)\) values versus the flux normalization, where \(L\) represents the likelihood of observing the data given the model. A certain point of the grid is obtained in one iteration—which is automated in a dedicated computer cluster as this is a computationally intensive task.

(ii) **Bin-by-bin fit:** The framework for this stage of the analysis is inherited from Refs. \([7,11]\). The importance of this step stems from the fact that it works as a form of data compression, allowing us to take into account the systematic uncertainties in the Galactic diffuse emission model. It also serves as a way to validate the spectral and spatial model fit—in the sense that this guarantees that not only the sources are optimized but that the predictions of the models are consistent with the data. In cases where the secondaries are negligible, as in the case of DM annihilation to \(b\bar{b}\), then the energy bins generated from a good fitting model, like a log-parabola spectrum, can be used. But for non-negligible secondaries, we may need to account for the three-component nature of the extended source under scrutiny. As in Refs. \([7,11]\), we split the data in several energy bins and run a maximum likelihood routine at each energy bin using the LAT Science Tools. The three-component source is treated similarly as it was done in the broadband analysis, except that here, the source spectra are replaced by simple power laws with the spectral slope given by the tangent to the broadband spectra at the logarithmic midpoint of the energy bin. Again, the flux ratio between the three components is kept fixed at all times and a grid of \(\log(L)\) values versus the flux normalization for each bin is constructed. In this case, we also keep the ratio of the secondaries to the prompt emission constant in the MSP case. This is necessary as the bin-by-bin fit does not explicitly incorporate changes to the best fit spatial morphology found in the broadband fit. Ref. \([11]\) computed the systematic uncertainties in the Galactic diffuse emission model obtaining that these are space and energy dependent and of order 20%. For this study, we use similar analysis methods and assume the same estimates for the systematic uncertainties.

2. Other sources included in the fits

In the broadband fit, the spectral parameters of every source (other than the GCE) within 5° of Sgr A* were freed, while in the bin-by-bin analysis only their amplitudes were varied. We employed all 2FGL \([61]\) point sources present in the region of interest plus the standard diffuse Galactic emission \texttt{gal}_2\texttt{yearp7v6}_v0\texttt{.fits} and the isotropic extra-galactic background model \texttt{iso}_p7v6source\texttt{.txt}.

Since the Fermi data used in this work comprises almost 4 years of data taking, while the 2FGL catalog \([61]\) was constructed with 2 years of data, we are required to make a search for new point sources in the region of interest. We used the results of Ref. \([22]\) where two new faint point sources were found.

We also included the GC ridge like emission template mentioned in Sec. I. The 2FGL point sources: “the Arc” (2FGL J1746.6-2851c) and “Sgr B” (2FGL J1747.3-2825c) are spatially coincident with our GC ridge map template. It is possible that these two point sources are the result of the interaction of cosmic rays with molecular gas clouds and are thus an integral part of the Galactic ridge. The template for the Galactic ridge source is obtained from a 20 cm map \([11,20]\), and for the spectra, we used a broken power law \([22]\). In the current article, we are interested in the spherically symmetric GCE, and so we want the best model for the ridge-like excess emission. Therefore, in this article we do include the Arc and Sgr B point sources as well as the 20 cm template. This was also done in \([11]\) when the goal was to construct a bin-by-bin analysis for the spherically symmetric GCE.

IV. MODELS AND PROCEDURE

We study a set of well-motivated models for the GeV excess for which the propagation of secondary leptons can contribute appreciably to the total energy spectrum, and the resulting \(\gamma\)-ray spatial morphology can deviate from that given by the square of a generalized NFW profile\(^6\) with an

---

\(^5\)The reader is referred to the Cicerone \url{http://fermi.gsfc.nasa.gov/ffe/data/analysis/scitools/extended/extended.html} for details.

\(^6\)Although in practice a power law profile would give approximately the same results.
inner slope of $\gamma = 1.2$. The cases under scrutiny are as follows:

(i) **Model I**: 10 GeV WIMPs self-annihilating democratically into leptons ($\frac{1}{3} e^+e^- + \frac{1}{3} \mu^+\mu^- + \frac{1}{3} \tau^+\tau^-$). Based on a spectral fit to the GCE data, Ref. [50] found this to be a good fitting model provided that the energy spectrum from secondaries was taken into consideration.

(ii) **Model II**: 10 GeV WIMPs self-annihilating into $0.25\mu^+\mu^- + 0.75\tau^+\tau^-$. The stringent constraints on the $e^\pm$ annihilation channel obtained by Refs. [62–64] motivate this model. Ref. [50] showed these particular branching ratios to be the most adequate mixture of leptons other than $e^\pm$, that fits well the GC excess energy spectrum.

**FIG. 1.** Spatial brightness profiles of the best fit GeV excess source associated to **Model I** (top), **Model II** (middle), and **Model III** (bottom). Fermi-LAT energy-dependent beam smoothing is included. The profiles are shown in two different energy bins; the 1st bin refers to the energy range 0.30–0.40 GeV (thick dotted lines) while the 5th one to 0.97–1.29 GeV (thin lines). At each energy bin we present the total emission (IC + Bremsstrahlung + Prompt) and the prompt emission for comparison. Profiles correspond to $b = 0^\circ$ (left) and $l = 0^\circ$ (right). Fluxes are normalized to the maximum for display purposes. See Fig. 2 for details on the corresponding bin-by-bin analysis.
(iii) Model III: An unresolved population of order $10^3$ MSPs. These objects can release a significant amount of their total spin-down energy in $e^\pm$ winds \cite{32,52}. The diffusion of such leptons in the GC environment could not only modify the spatial morphology of the central source at $\sim$GeV energies but also potentially provide distinctive signatures at very high energies ($\sim$TeV). Here, we focus on the situation where electrons are injected monochromatically (typically at $\sim$20 GeV) and are not further accelerated, i.e. in the absence of a shock region, as discussed in Ref. [52].

We start off by using a pure spectral analysis for comparison with previous results from the literature, e.g. those obtained in Ref. [50]. Then, to determine whether a new model component is required, and more importantly to assess the actual importance of secondaries, we perform a 3D broadband fit to evaluate the value of the test statistic $TS = 2\ln(L_{\text{new}}/L_{\text{old}})$, where $L$ is the maximum likelihood and the subscript indicates whether or not the new parameters are included. In the case of DM, the new parameter corresponds to $\langle\sigma v\rangle$. For the DM models, we consider that the ratio of primary to secondary emission is fixed by the underlying theory’s annihilation channels and the assumed ISM parameters. In the MSPs, we allow the ratio of primary to secondary emission to be a free parameter, and we use the exponential cutoff for the MSP primary spectrum. Crucially, the spatial and spectral aspects of the prompt and secondary emission are accounted for. The distinct morphologies of the secondary emissions are illustrated in Fig. 1.

Based on the examination of the sources near Cygnus, Orion, and molecular clouds, the Fermi Collaboration \cite{61} stipulated that depending on the intensity of the diffuse background sources near the galactic ridge need to have $TS \gg 25$ to not be considered as simply corrections to the DGB model. A new source would need to have a $TS \geq 80$ to be seriously considered for a multi-wavelength search, and so we adopt that value as our necessary threshold for a model to explain the GCE. This criterion is based on four new parameters, and if a source only has one new parameter, an equivalent $p$-value threshold is obtained by requiring $TS \geq 68$.

We can assign a $TS$ for a model’s secondary emission by comparing the best fit likelihood with and without the secondaries included. For models which have a $TS \geq 68$ secondary emission, we proceed to perform a bin-by-bin analysis to check the consistency of the results as explained in Sec. III B 1. For the DM cases, there was only one degree of freedom, $\langle\sigma v\rangle$, in both the broadband and bin-by-bin fit. In the MSPs and log-parabola case, the three parameters of the primary spectrum and the ratio of secondaries to primaries are allowed to vary in the broadband fit. If the secondary and primary morphology is assumed to be the same, then a pure spectral fit, to a previously evaluated primary only bin-by-bin spectrum, can be done with the MSP secondary to primary ratio allowed to vary. However, if the distinct secondary morphology is accounted for in the bin-by-bin fit, only the overall normalization of the total MSP model spectrum is allowed to vary. The other three parameters had to remain fixed, to the broadband best fit values, so as to preserve the underlying spatial morphology which is fixed in the bin-by-bin case.

V. RESULTS AND DISCUSSION

Table I summarizes the results of a spectral analysis. The results are plotted Fig. 2. For the lhs panels, we used the bins from \cite{11} which were generated with a primary-emission-only model. To further assess the need for secondaries, once the actual spatial morphology of the secondary emission was taken into account, we performed a 3D broadband analysis, as described in Sec. III B 1. The results for the broadband analysis are shown in Table II. We also performed 3D bin-by-bin analyses to assess the importance of systematic uncertainties introduced by the spatial morphology. In the rhs panels of Fig. 2, the actual secondary emission spatial profiles were used to generate the bins, as explained in Sec. III B 1. Note that on the rhs there is one less significant ($TS \geq 1$) bin compared to the lhs for Model I and Model II.

A. Model I, democratic leptons

Table I shows that for Model I, the fit $p$-value is improved to the $10^{-3}$ threshold when including secondaries and assuming that their morphology is the same as the morphology of the prompt emission. However, the improvement is significantly above that level once the distinct spatial morphology of the secondaries is accounted for. Table II shows that the democratic leptons case

<table>
<thead>
<tr>
<th>Model</th>
<th>Spectrum, prompt only</th>
<th>Spectrum, prompt + secondaries</th>
<th>Spectrum + spatial, prompt + secondaries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\chi^2$</td>
<td>d.o.f.</td>
<td>$p$-value</td>
</tr>
<tr>
<td>I</td>
<td>37.9</td>
<td>11</td>
<td>$8 \times 10^{-5}$</td>
</tr>
<tr>
<td>II</td>
<td>34.0</td>
<td>11</td>
<td>$4 \times 10^{-4}$</td>
</tr>
<tr>
<td>III</td>
<td>11.9</td>
<td>9</td>
<td>$2 \times 10^{-1}$</td>
</tr>
</tbody>
</table>
FIG. 2. Spectral energy distribution for the GCE modeled with Spatial brightness profiles of Model I (top), Model II (middle), and Model III (bottom). IC and Bremss stand for inverse Compton and bremsstrahlung emission, respectively. Black and red error bars refer to the LAT (1σ) statistical and systematic errors, respectively. The fit and plot only consider energy bins with TS ≥ 1. Left panel shows the results of a bin-by-bin analysis when the secondaries’ different morphologies were not accounted for in determining the bins. Right panel displays the results of the bin-by-bin analysis when the full spectral and spatial information from secondaries was considered.
TABLE II. Results of the broadband fits to the GCE as explained in Sec. III B 1. Different models for the GCE in the 300 MeV–100 GeV energy range are listed. Each model includes the base model and the extra prompt and secondary (sec) emission. The DM models each require one degree of freedom (d.o.f.) for the cross section. The exponential cutoff model requires three parameters for the prompt spectrum and one for the prompt to secondary ratio if included. The spatial morphology of the prompt emission was modeled with a square of a generalized NFW profile with an inner slope of \( \gamma = 1.2 \) [7]. Spatial templates for the IC and bremsstrahlung components as well as their respective spectra were obtained from our calculations discussed in Sec. II.

<table>
<thead>
<tr>
<th>Model</th>
<th>TS_{base + prompt + sec}</th>
<th>TS_{base}</th>
<th>d.o.f._{base}</th>
<th>d.o.f.</th>
<th>TS_{base + prompt + sec} − TS_{base + prompt}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I (10 GeV, ( \frac{1}{2} e^+ e^- + \frac{1}{2} \mu^+ \mu^- + \frac{1}{2} \tau^+ \tau^- ) WIMPs)</td>
<td>435.1</td>
<td>1</td>
<td></td>
<td>101.7</td>
<td></td>
</tr>
<tr>
<td>II (10 GeV, 0.25( \mu^+ \mu^- + 0.75 \tau^+ \tau^- ) WIMPs)</td>
<td>343.8</td>
<td>1</td>
<td></td>
<td>6.5</td>
<td></td>
</tr>
<tr>
<td>III (MSPs, exponential cutoff)</td>
<td>512.0</td>
<td>4</td>
<td></td>
<td>41.7</td>
<td></td>
</tr>
</tbody>
</table>

(Model I) has an overall TS \( \geq 68 \) and so can be considered as a potential model for the GCE. Moreover, Table II shows that for this model, secondaries have TS \( \geq 68 \), so we conclude that for Model I, the need for secondaries is ascertained by the 3D analysis.

Interestingly, using a more nonparametric template-based fitting approach, the authors of Ref. [51] also found evidence for secondary \( \gamma \) rays originating from \( \sim 10 \) GeV electrons, consistent with both the democratic leptons model and the MSP scenario. Their prediction for the democratic leptons bremsstrahlung component was somewhat higher than ours which is likely due to their different approach of extracting the bremsstrahlung contribution from the data and different assumptions about the ISM.

B. Model II, no electrons

As can be seen from Table I, if a spectral-only analysis is performed, the no-electron case (Model II) goes from bad-fitting \((p\text{-}value \geq 10^{-3})\) if secondaries are included. When the distinct morphology of the secondaries is accounted for, the goodness of the fit decreases to just above the \( 10^{-3} \) threshold. From this spectral analysis, we would be led to conclude that secondaries are needed in making Model II a good model for the GCE.

When moving to the full 3D broadband analysis, although we obtain a significant overall TS value, the contribution of secondaries turns out to be negligible, as evidenced by the last column of Table II. When deciding whether a new model component is needed by the data, evaluating the improvement in the likelihood (via a TS comparison) is a valuable tool. However, there can be cases where the new model component improves some other aspect of the fit which does not significantly change the data likelihood. As we have seen, that is what happens in the case of Model II. In that case, secondaries do not significantly improve the TS (likelihood), but they do make the spectral fit acceptable. We therefore argue that our spatial bin-by-bin analysis shows that Model II does require secondaries even if they do not have a significant effect on the broadband TS.

C. Model III, MSPs

As seen from Table I, the spectral-only analysis would not reveal the need for secondary component for the MSP case (Model III) as the \( p\text{-}value \) is well above the \( 10^{-3} \) threshold before or after adding the secondaries.

As seen from Table II, the TS of the MSP secondaries is higher than the traditional 25 threshold but not higher than the threshold of 80 needed to be accepted as a non-correction to the DGB. The best broadband analysis fit value for the secondary to primary gamma-ray ratio was only \( r \sim 1\% \), and the other parameter values were consistent with the no secondaries case considered in Ref. [11]. As seen from the bottom panels of Fig. 2, a larger best-fit value of \( r \) was obtained in the spectrum-only analysis. But due to large degeneracies with the other parameters, it was less than \( 3\sigma \) away from the no-secondary case of \( r = 0 \). Therefore, in this case both the spectral analysis and the full 3D broadband analysis show that the data do not require a secondary component. Similar results were found with a log-parabola model.

VI. CONCLUSIONS

In this article, we have illustrated the importance of including the spatial morphology of secondary emission in a self-consistent analysis setup when evaluating the validity of models for the GeV excess. Our 3D broadband analysis took into account this spatial morphology, and by requiring a high TS threshold, we showed that a secondary emission component is required in the democratic lepton case. This was also confirmed by a spectral analysis which accounted for the different spatial morphologies of the secondaries.

In the no-electron case of Model II, the full broadband analysis did not support the need for secondaries. But, a spectral analysis showed that the model fit was below the \( 10^{-3} \) \( p\text{-}value \) threshold unless secondaries were included. The TS statistic only tells how much a model is improved by secondaries but does not take into account how well the overall model fits. This illustrates the need to check model fit in addition to TS improvement. We have shown a spectral approach to evaluating model fit can be adapted to
the case where some components of the model have different spatial morphologies.

In future work, we will perform a full likelihood analysis to accurately determine the secondary model parameter uncertainties in the presence of DGB systematics. This will require us to also generate a DGB template which varies with the ISM as at least the IC component should also change when the ISM radiation field is adjusted.
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APPENDIX A: EMISSION AND LOSS TERMS

1. Emission

The IC emission spectrum reads (see, e.g. Refs. [54,65,66])

\[
P_{IC}(\bar{x}, E, E_c) = \frac{3\sigma_T c}{4\gamma_L^2} \int \frac{dq(E_r - E_r^0(q))}{q} \frac{n(\bar{x}, E_r^0(q))}{q}
\]

\[
\times \left( 2q \ln q + q + 1 - 2q^2 + \frac{\epsilon^2}{2(1 - q)} \right).
\]  

(A1)

where \(\sigma_T\) is the Thomson cross section, \(c\) is the speed of light, \(\gamma_L\) the Lorentz factor of the electrons, \(e = E_r/E_c\), and the initial energy of the photon of the ISRF is related to variable \(q\) via

\[
E_r^0(q) = \frac{E_r}{4\gamma_L^2(1 - \epsilon)}.
\]  

(A2)

In Eq. (A1), \(n\) is the sum of the number densities per unit energy for the different components of the photon bath, namely cosmic microwave background (CMB) radiation and infrared (IR) radiation from dust and stellar photons: \(n = n_{\text{CMB}} + n_{\text{IR}} + n_{\text{stellar}}\). The corresponding maps are taken from Ref. [48].

For bremsstrahlung, the emission term is the sum of the contributions from neutral and ionized gas, and reads [48]

\[
P_{\text{brems}}(\bar{x}, E, E_c) = cE_r \left[ (n_{\text{HI}}(\bar{x}) + 2n_{\text{H}_2}(\bar{x})) \frac{d\sigma_{\text{HI}}}{dE_r}(E_r, E_c) + n_{\text{He}}(\bar{x}) \frac{d\sigma_{\text{He}}}{dE_r}(E_r, E_c) + n_{\text{HII}}(\bar{x}) \frac{d\sigma_{\text{HII}}}{dE_r}(E_r, E_c) \right],
\]  

(A3)

with the differential cross section given by

\[
\frac{d\sigma_a}{dE_r} = \frac{3a\sigma_T}{8\pi E_r} \left[ \left( 1 + \left( \frac{E_r}{E_c} \right)^2 \right)^2 \phi_{a,1} - \frac{2}{3} \left( 1 - \frac{E_r}{E_c} \right) \phi_{a,2} \right],
\]  

(A4)

where \(a\) is the fine structure constant. Here, \(a = \text{H}, \text{He}, \text{or HII}, \) with \(\phi_{1,\text{H}} = 45.79, \phi_{2,\text{H}} = 44.46, \phi_{1,\text{He}} = 134.6, \) and \(\phi_{2,\text{He}} = 131.4\) and for ionized hydrogen:

\[
\phi_{1,\text{HII}}(E_r, E_c) = \phi_{2,\text{HII}}(E_r, E_c) = 4Z(Z + 1) \ln \left( \frac{2E_c}{m_e c^2} \left( \frac{E_r - E_c}{E_r} \right) \right) - \frac{1}{2},
\]  

(A5)

with \(Z = 1\) for hydrogen and \(m_e\) the electron mass.

2. Losses

The total energy loss term is the sum of the synchrotron, IC, and bremsstrahlung contributions, \(b = b_{\text{syn}} + b_{\text{IC}} + b_{\text{brems}}\). Ionization and Coulomb losses are negligible at the energies of interest and for the GC region.

The synchrotron loss term reads (see, e.g. Ref. [48])

\[
b_{\text{syn}}(\bar{x}, E) = \frac{4}{3} \sigma_T c \frac{B(\bar{x})^2}{2\mu_0} \gamma_L, \]

(A6)

where \(\mu_0\) is the vacuum permeability. For the magnetic field \(B\), consider Model 1 of Ref. [48] which reads, in cylindrical coordinates:

\[
B(\bar{x}) = B(r, z) = B_0 \exp \left( - \frac{r - r_\odot}{r_B} - \frac{|z|}{z_B} \right),
\]  

(A7)

with \(B_0 \approx 5 \mu\text{G}, \ r_\odot = 8.25 \text{kpc}, \ r_B = 10 \text{kpc}, \) and \(z_B = 2 \text{kpc} \).

The bremsstrahlung loss term is given by the integral of the emission term:

\[
b_{\text{brems}}(\bar{x}, E) = \int_0^E P_{\text{brems}}(\bar{x}, E, E) dE_r.
\]  

(A8)

It is the sum of the contributions from ionized and neutral gas, \(b_{\text{brems}} = b_{\text{brems},I} + b_{\text{brems},N}\), where

\[
b_{\text{brems},I}(\bar{x}, E) = \frac{3\sigma_T c}{2\pi} n_{\text{HII}}(\bar{x}) Z(Z + 1) \left( \ln \left( \frac{2E_c}{m_e} \right) - \frac{1}{3} \right) E_r.
\]  

(A9)
\[ b_{\text{brems},N}(\vec{x}, E) = \frac{3\sigma_T c}{8\pi} E \left[ (n_{\text{HI}}(\vec{x}) + 2n_{\text{H}_2}(\vec{x})) \left( \frac{4}{3} \phi_{1,\text{H}} - \frac{1}{3} \phi_{2,\text{H}} \right) + n_{\text{He}}(\vec{x}) \left( \frac{4}{3} \phi_{1,\text{He}} - \frac{1}{3} \phi_{2,\text{He}} \right) \right], \]

with \( Z = 1 \) for hydrogen. The gas density maps for \( n_{\text{HI}}, n_{\text{H}_2}, \text{and } n_{\text{He}} \) are taken from Ref. [48].

Similarly, the IC loss term is given by

\[ b_{\text{IC}}(\vec{x}, E) = \int_0^E P_{\text{IC}}(\vec{x}, E', E) dE', \]

and tabulated for convenience.

**APPENDIX B: COMPARISON WITH DRAGON**

As discussed in Sec. II, our approach to secondaries is computationally more straightforward than using codes such as DRAGON or GALPROP. In Fig. 3, we compare our results to published results from DRAGON. The differences seen in the bremsstrahlung results, at high latitude, are not important as the order of magnitude is similar, and in the cases, we consider bremsstrahlung has a negligible contribution. Accounting for the uncertainties in the diffusion coefficient, ISRF, and other relevant parameters, our IC results are a reasonable approximation to those found in Ref. [55]. Therefore, using DRAGON, instead of our derivation of secondaries, would not significantly change the conclusions of our article.