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Abstract

The interaction between ice-sheet growth and retreat and sea-level change has been an established field of research for many years. However, recent advances in numerical modelling have shed new light on the precise interaction of marine ice sheets with the change in near-field sea level, and the related stability of the grounding line position. Studies using fully coupled ice-sheet – sea-level models have shown that accounting for gravitationally self-consistent sea-level change will act to slow down the retreat and advance of marine ice-sheet grounding lines. Moreover, by simultaneously solving the ‘sea-level equation’ and modelling ice-sheet flow, coupled models provide a global field of relative sea-level change that is consistent with dynamic changes in ice-sheet extent. In this paper we present an overview of recent advances, possible caveats, methodologies and challenges involved in coupled ice-sheet – sea-level modelling. We conclude by presenting a first-order comparison between a suite of relative sea-level data and output from a coupled ice-sheet – sea-level model.
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1. Introduction

Global sea-level records, particularly those dating from the Quaternary glacial cycles, provide crucial insight into past ice-sheet change. Interpreting the complex relationship between spatially-variable sea-level change and the growth and decay of the major ice sheets forms the basis of the field of Glacial Isostatic Adjustment (GIA). Traditionally, GIA models have been used to understand the impact of ice-sheet change on global sea level. This study describes recent efforts to understand feedbacks in the opposite direction, namely, the impact of spatially-variable sea-level change on ice-sheet dynamics. Theories relating
to the gravitational attraction between the ice sheets and the ocean were first proposed in the late 19th
century (e.g. Woodward, 1888, and reference therein), but it was only in the 1970s that gravitational effects
began to be accounted for in calculations of global sea-level. Woodward (1888) had demonstrated that the
gravitational potential at the outer surface of the Earth would be perturbed due to a change in mass at
a point. However, in order to accurately determine the details of the perturbation, and hence calculate
how meltwater would be distributed across the ocean, this also required the establishment of viscoelastic
Green functions for the radial displacement of the solid Earth (Peltier, 1974) and the perturbation of the
gravitational potential (Peltier and Andrews, 1976). This theory was then applied to the problem of global
sea-level change by Farrell and Clark (1976), who additionally accounted for mass conservation during the
transition from continental loading by ice sheets to meltwater redistribution throughout the ocean.

These studies from the 1970s provided the first statement of the sea-level equation (SLE), which forms
the basis of all contemporary GIA models, and accounts for the gravitational attraction of ice sheets on the
ocean, as well as the deformation of the Earth due to changes in ice loading and the redistribution of ocean
water. From the 1980s to the early 2000s a number of improvements were made to the theory originally
laid out by Clark et al. (1978), with the result that GIA models now typically also account for rotational
feedback effects and shoreline migration, as well as the inundation of ocean water into regions previously
covered by marine-grounded ice (e.g. Wu and Peltier, 1984; Peltier, 1994; Kendall et al., 2005).

The SLE is typically solved using the 'pseudo-spectral’ approach (e.g. Mitrovica and Peltier, 1991; Mitro-
vica et al., 1994) for a 1-D spherically symmetric Earth. Calculations are carried out using a particular max-
imum spherical harmonic degree (e.g. 128, 256 or 512), which defines the spatial resolution of the solution
to the SLE. After iteratively solving the SLE, the solution is given by:

\[ \Delta S = \Delta N - \Delta U. \]  

Here \( \Delta S \) is relative sea-level (RSL) change, given as the difference between the change in sea-surface height,
\( \Delta N \), and the deformation of the Earth \( \Delta U \). The shape of the sea surface is defined by the shape of the grav-
itational equipotential surface, or geoid. The deformation of the Earth is usually determined by considering
a radially-symmetric Earth model. In addition to defining an Earth model, the history of global ice loading
must also be prescribed in order to solve the SLE. Most well-known and widely-used within the field of
GIA are the ICE-NG global ice-sheet reconstructions, e.g. ICE-3G (Tushingham and Peltier, 1992), ICE-5G
(Peltier, 2004) and more recently ICE-6G,C (Peltier et al., 2015). These global reconstructions were derived
via the comparison of GIA model output with a global suite of field data, including RSL data.

A similar data-driven approach has been used to constrain or tune regional ice-sheet reconstructions,
e.g. for Fennoscandia (Lambeck et al., 1998), the British Isles (Bradley et al., 2011), Arctic Canada (Simon
et al., 2015) and Antarctica (Ivins and James, 2005; Ivins et al., 2013), while some studies have additionally
made use of a numerical (3-D) ice-sheet model to determine glaciologically-consistent, climatically-forced
changes to the Greenland (Tarasov and Peltier, 2002; Simpson et al., 2009; Lecavalier et al., 2014), North American (Tarasov and Peltier, 2004; Tarasov et al., 2012) and Antarctic (Whitehouse et al., 2012a,b; Briggs et al., 2013) ice sheets.

Solutions to the SLE describe the gravitationally self-consistent change in RSL that would arise due to forcing by the prescribed ice-sheet history. Fig. 1 illustrates in a schematic way how a change in ice-sheet volume will affect RSL. In the absence of self-gravitational effects and solid Earth deformation, a change in ice-sheet volume would result in a uniform change in sea level (Fig. 1b). However, including self-gravitation and solid Earth deformation means that the change in RSL over the globe is non-uniform. For a decrease in ice volume, RSL will fall close to the ice sheet but rise by an amount greater than the global mean at far-field sites (Fig. 1c). As an example, when the ice-sheet is described as a point source, a fall in RSL will be seen up to ∼2200 km from the ice sheet, and a rise by an amount greater than the mean will be seen at sites more than ∼6700 km from the ice sheet (e.g. Vermeersen and Sabadini, 1999). This spatial variability in the sea-level response can be used to infer the pattern of past ice-sheet change (e.g. Clark et al., 1978; Peltier, 2004).

Alongside studies that use sea-level records to determine past ice sheet change, the ice-sheet modelling community has also sought to reconstruct changes in global ice volume. Early studies used vertically-averaged models (Oerlemans, 1982; Pollard, 1982), but since the 1990s more sophisticated models have been used to reconstruct changes to specific ice sheets (e.g. Huybrechts, 1990, Deblonde et al., 1992; Ritz et al., 1997; Tarasov and Peltier, 1999; Van de Wal, 1999; Huybrechts, 2002; Tarasov and Peltier, 2003; DeConto and Pollard, 2003; Zweck and Huybrechts, 2005; Philippon et al., 2006; Pollard and DeConto, 2009; Bintanja and van de Wal, 2008; De Boer et al., 2013; Stuhne and Peltier, 2015). All models referred to above use an approximation of the full Stokes equation of ice flow. Most notably, the shallow ice approximation (SIA), which only considers shear stresses, is assumed to govern the flow of grounded ice (Hutter, 1983), while the shallow shelf approximation (SSA), which only considers longitudinal stresses, is assumed to govern the flow of floating ice shelves (Morland, 1987). Although these approximations reduce the computational cost of running an ice-sheet model for long-term paleoclimate simulations, it has been shown that more sophisticated physics are needed to accurately represent grounding-line migration (e.g. Bueler and Brown, 2009; Larour et al., 2012; Cornford et al., 2013), or to reproduce observed lateral gradients in ice velocity (Rignot et al., 2011).

In recent years several studies have emerged that include additional physical mechanisms aimed at improving model representations of grounding-line migration (e.g. School, 2007; Bueler and Brown, 2009; Gladstone et al., 2010; Pollard and DeConto, 2012; Seroussi et al., 2014; Feldmann et al., 2014). When comparing output from these models it is clear that results may diverge significantly for different grounding-line approximations, levels of model complexity, or horizontal resolution (Pattyn et al., 2013; Bindschadler et al., 2013; Pattyn and Durand, 2013; Feldmann et al., 2014). However, so far, uncertainty associated with
Figure 1: A schematic representation of the gravitational interaction between ice sheets, the solid Earth and the ocean. a) The initial state of the system: For illustrative purposes we take the initial sea surface to be horizontal. b) A decrease in ice-sheet mass will result in rebound of the solid Earth beneath the ice sheet and an increase in ocean volume. In (b) we show the change in sea level as uniform, but in reality due to self-gravitation effects the sea surface will fall in close proximity to the ice sheet, it will rise by an amount less than the mean at mid-field locations, and it will rise by an amount greater than the mean at far-field locations. The initial sea surface from panel (a) is illustrated in (b) and (c) by the horizontal dashed black line. the horizontal dashed orange line in (b) and (c) represents the sea surface following ice mass loss in the absence of self-gravitation from panel (b). The dark blue area indicates the region of sea-level fall, and the solid red line represents the actual sea surface.

the grounding-line response to sea-level forcing has not been quantified. Ice flux across the grounding line is strongly dependent on water depth, i.e. the RSL, at the grounding line (School 2007), and model behaviour may therefore differ, depending on how this forcing is parametrised.

In this review we discuss a relatively new area of research, in which changes in ice volume depend on gravitationally self-consistent, spatially-variable changes in RSL at the ice sheet grounding line. These self-consistent ice-sheet and sea-level reconstructions can be produced by coupling a GIA model to an ice-sheet model (e.g. Gomez et al. 2012, 2013, De Boer et al. 2014, Konrad et al. 2014), and they reflect an integrated approach to understanding sea-level change over glacial-interglacial cycles. In Section 2 we present an overview of recent advances in coupled ice-sheet – sea-level modelling and describe a number of
features that should be included in the near future. The main advantages of these coupled models are that:

(i) the effects of non-eustatic RSL change on marine ice-sheet stability can be more realistically represented;
and (ii) ice sheet and sea-level changes are internally consistent, permitting a more robust comparison of
model output with global RSL data.

Most ice-sheet models are run assuming that the accompanying sea-level change is uniform (e.g. De Boer
et al. 2013), or they are forced using an estimate of past global mean sea-level change (e.g. Huybrechts
2002). However, GIA modelling clearly indicates that RSL changes at the grounding line will strongly
deviate from the global mean. Accounting for self-gravitational effects within a coupled ice-sheet – sea-level
model allows for more realistic sea-level forcing to be applied at the ice-sheet grounding line.

The stability of a marine-grounded ice sheet is strongly dependent on the gradient of the bed. Marine ice
sheets lying on a retrograde sloping bed are hypothesised to be unstable and susceptible to rapid grounding-
line retreat due to the increase in ice thickness upstream (Weertman 1974). This instability has been shown
to depend on basal properties of the bed, accumulation rates and ocean forcing (e.g. Schoof 2007; Pattyn
et al. 2012; Robel et al. 2016). In order to accurately determine the past and present stability of marine-
grounded ice sheets such as Antarctica, it is also important to include realistic sea-level forcing in future
studies as it has already been shown to have a stabilising effect on marine ice-sheet dynamics (Gomez et al.
2010). When considering the factors contributing to this process, one should note that as the grounding
line retreats, marine-grounded ice at flotation will be immediately replaced by an equivalent mass of ocean
water. Hence, the instantaneous net change in surface loading right at the grounding line will be negligible.
However, grounding line retreat is invariably driven by regional ice loss; it is this regional decrease in ice
mass that triggers solid Earth rebound and a local drop in the height of the geoid, with the net effect being
a decrease in water depth at the grounding line.

A suite of data, including RSL data, ice-extent data, and present-day uplift rates based on GPS mea-
urements, are now available for a direct comparison with a coupled ice-sheet – sea-level model (e.g. Briggs
et al. 2014; Argus et al. 2014; Peltier et al. 2015; Hughes et al. 2016). In Sections 3 and 4 we focus on a
comparison with RSL data during the late Quaternary to determine the accuracy of a recent global ice-sheet
reconstruction that has been derived using a coupled ice-sheet – sea-level model.

2. Current state and recent advances in coupled ice-sheet – sea-level models

A coupled model of dynamic ice-sheet change and gravitationally self-consistent sea-level change is
schematically illustrated in Fig. 2. The ice-sheet model determines the change in ice-sheet thickness through
time, which in turn determines the change in global mean sea level (eustasy) and surface loading by ice.
This information is fed into the SLE solver, which simultaneously solves for the deformation of the Earth
and consequent changes to the shape of the sea surface. This calculation must be carried out iteratively
because the re-distribution of ocean water as well as ice mass will deform the solid Earth (see Section 2.1).

The combined effects of changes to the height of the solid Earth and the sea surface (black arrows in Fig. 2) results in the change in RSL. Changes in water depth, i.e. RSL, are important for ice-sheet advance and retreat and are fed back into the ice-sheet model every coupling time step.

As has already been shown (Gomez et al., 2013; De Boer et al., 2014), coupled simulations of 3-D ice-sheet and sea-level change predict different behaviour for the advance and retreat of the West Antarctic ice sheet (WAIS) during the last glacial cycle compared with non-coupled simulations (Fig. 3). In particular, the predicted increase in the volume of the WAIS during the last glacial cycle is smaller in the coupled simulations due to negative feedbacks associated with an increase in near-field water depth driven by the deformation of the solid Earth and the gravitational attraction of the growing ice sheet. Similarly, ice-sheet retreat is delayed in the coupled simulations due to the counter-intuitive fall in near-field RSL resolved by the coupled model; this is in stark contrast with the increase in RSL prescribed by traditional global mean sea-level forcing (Gomez et al., 2013; De Boer et al., 2014). Gomez et al. (2013) found that the limited Antarctic RSL data set could not robustly discriminate between the coupled and uncoupled simulations. However, they found that GPS observations of uplift rates did show an improved fit for the coupled simulations.

The studies shown in Fig. 3 represent just two model realisations of Antarctic ice volume change during the last glacial cycle. These models differ, both from each other and from other simulations of Antarctica during the Last Glacial Maximum (LGM) (e.g. Whitehouse et al., 2012a; Golledge et al., 2013; Briggs et al., 2014; Maris et al., 2014; Stuhme and Peltier, 2015), reflecting that it is still largely unresolved how to most
accurately simulate the past evolution of the Antarctic Ice Sheet (AIS). Uncertainties are quantified in these papers by either: changing the ocean or sea-level forcing (Golledge et al., 2013), changing model parameters (Whitehouse et al., 2012a; Maris et al., 2014), or evaluating a large ensemble of model runs (Briggs et al., 2014). In the recent paper of Stuline and Peltier (2015) data assimilation methods are used to seek the optimum fit to the observational constraints, but the authors note that non-uniqueness still exists, in part due to error bars on these observational constraints.

Accounting for feedbacks between ice dynamics and GIA will also be very important when considering the future evolution of the predominantly marine-grounded WAIS. As described in the review of Joughin and Alley (2011), the WAIS is susceptible to unstable retreat due to its contact with the ocean. It is currently buttressed by large floating ice shelves, and in a warming climate these ice shelves are predicted to lose mass, either by the calving of icebergs or through basal melting following contact with warm ocean water (Depoorter et al., 2013). A decrease in the extent or thickness of the ice shelves will reduce the magnitude of buttressing applied to those parts of the WAIS that are grounded below sea level, this can trigger an increase in ice flux, and it may lead to unstable grounding line retreat in areas where the bed deepens upstream (Weertman, 1974). However, most studies that predict unstable ice mass loss do not consider GIA feedbacks, despite the fact that they have been shown to have a stabilising effect on grounding line retreat, even on an upstream-deepening bed (Gomez et al., 2010).

Accounting for gravitationally self-consistent sea-level change will also be important when studying the evolution of other marine-based ice sheets. Parts of East Antarctica, in particular the Wilkes, Aurora and Recovery basins, are grounded below sea level (Fretwell et al., 2013). The ice sheet will therefore be sensitive to near-field sea-level change in these regions, particularly if the buttressing ice shelves disappear under warmer-than-present climate scenarios (e.g. Pollard et al., 2015). The Eurasian and North American ice sheets that have waxed and waned during the Quaternary largely terminated on land. However, during their maximum extent both ice sheets will have been in contact with the ocean and/or shallow seas and thus will have been susceptible to local RSL change (e.g. Kleman et al., 2013; Ingólfsson and Landvik, 2013). As an example, in Fig. 4 we illustrate the differences in Eurasian and Antarctic ice thickness 20,000 years (20 kyr) after the start of a Quaternary glacial cycle that can be attributed to the use of either a coupled ice-sheet – sea-level model or an uncoupled ice-sheet model. Both models account for the visco-elastic solid Earth response to ice-load change but the uncoupled model is driven by global mean sea-level change, whereas the coupled model is driven by spatially-varying RSL change. Both ice sheets are predicted to be thinner across the marine-based regions of the Barents Sea and West Antarctica when coupling is taken into account (De Boer et al., 2014).

The results presented in Fig. 3 and 4 demonstrate the importance of using a coupled ice-sheet – sea-level model to understand the behaviour of a marine-based ice sheet. In the following subsections we discuss a number of important factors that must be taken into consideration when building a coupled ice-sheet –
sea-level model.

2.1. Forward modelling of RSL change

Solving the SLE allows us to determine how RSL changes through time and how such changes play an important role in governing ice-sheet dynamics. In an uncoupled GIA model, where the ice history is pre-defined, a simple way to proceed is to (i) calculate the solid Earth response to ice and ocean load change across a given time interval assuming that melt water is distributed uniformly across the ocean, (ii) calculate the change to the shape of the geoid due to the redistribution of mass (ice, ocean and solid Earth) across this time interval, and (iii) consequently determine how the melt water will really be distributed across the ocean. However, there is a complication here, because a spatially-variable change in ocean loading will deform the Earth differently to a uniform change in ocean loading, this impacts on the shape of the geoid, and hence the distribution of melt water. Therefore, the SLE must be solved iteratively, hereby also accounting for rotational feedback effects, shoreline migration and the inundation of ocean water into regions previously covered by marine-grounded ice. Typically, a GIA model is run several times, forced by the full predefined ice-sheet history, until the solution for RSL change through time converges (e.g. Peltier 1998, Kendall et al., 2005, Spada and Stocchi, 2007).

This solution for RSL change through time can be used to calculate absolute changes in water depth during the GIA model run as given by equation (1). Although, once again, this is an iterative process for which some initial distribution of water depth at the start of the model run must first be assumed. The incremental changes in RSL output by the GIA model can then be used to determine the evolution of water depth as the model is integrated forward in time. However, this does not guarantee that the modelled water depths over the globe will match present-day observed water depths at the end of the model run. To ensure that the final topography at the end of the simulation matches the observed topography at present day, the misfit between modelled and observed present-day water depths could be applied as a correction to the
Figure 4: Simulated ice sheets from the runs in [De Boer et al., 2014] at 380 kyr ago, about 20 kyr into the first glacial cycle of the experiment. Ice thickness across a) Eurasia and b) Antarctica as simulated with the coupled ice-sheet – sea-level model. Difference in ice thickness across c) Eurasia and d) Antarctica between the coupled and uncoupled simulations. Both models use the same viscoelastic Earth model, but the uncoupled model is driven by global mean sea-level change, whereas the coupled model is driven by spatially-varying RSL change.

Unfortunately, it is not possible to robustly calculate absolute water depth change with time unless the GIA model has been run all the way through to the present day, i.e. if we know how past incremental changes in RSL relate to present-day water depths. For example, a GIA model could be used to calculate the change in RSL between 20 and 10 kyr ago, but without knowing how RSL changed between 10 kyr ago and the present it is not possible to relate the changes between 20 and 10 kyr ago to absolute water depths. Crucially, absolute water depth is the variable that feeds into the ice-sheet model.

It is clear from the previous two paragraphs that it is non-trivial to determine absolute water depth at some time in the past without knowing the full ice-sheet history, due to the necessity of relating past changes to present water depths. However, the ice-sheet history is simulated incrementally forwards in time, to take account of inherent feedbacks and lags in the system, e.g. associated with the viscoelastic nature of...
the mantle. This poses a problem when running a coupled ice-sheet – sea-level model. [Gomez et al., 2013] address this issue by using an initial guess for the topography and ice-sheet configuration of the AIS 40 kyr ago, as output from a long Plio-Pleistocene simulation [Pollard and DeConto, 2009], while the ice sheets outside of the AIS are prescribed using the ICE-5G models [Peltier, 2004]. After running the coupled model for 40 kyr the initial global topography is adjusted using the misfit to present, and the process is repeated until convergence for the present-day topography is met.

A different approach is taken by [De Boer et al., 2014] who coupled four ice-sheet models, representing ice volume over North America, Eurasia, Greenland and Antarctica, to a GIA model and ran simulations over multiple glacial cycles. This procedure is too time consuming to iterate over all previous time steps to reach convergence. Two factors made their task feasible. First, they assumed that topography and water depths at the start of their model run were the same as present. This allowed them to estimate absolute water depths as the model ran forwards through time, and it meant that the coupled model only had to be run once. It does, however, mean that convergence is not achieved for the present-day solution, and hence for a comparison with RSL data, model output needs to be corrected for the mismatch to present-day water depth. Second, past changes in RSL, including the elastic and viscous response of the Earth, were saved in a temporary array that extends sufficiently far back in time for the SLE to be solved at each GIA model time step (see De Boer et al., 2014 for details). This array was reloaded every time information was passed between the ice-sheet model and the sea-level model, and it was updated with the RSL change for the most recent time step. The advantage of this method is that ongoing changes to the shape of the solid Earth and the geoid - which arise due to past changes in RSL - are taken into account when calculating RSL change at the most recent time step. The coupling time step used by [De Boer et al., 2014] was 1000 years, whereas [Gomez et al., 2013] used a time step of 200 years. Both studies carried out tests where the coupling time step was reduced by up to a factor of ∼4, but the results did not change significantly.

2.2. Calculating variations in ocean area and grounding line position

The mean change in RSL across each time step of a GIA model will depend on (i) the change in global ice volume, and (ii) the contemporaneous area of the ocean. Changes in ocean area due to the migration of terrestrial coastlines have been considered within GIA models for many years (e.g. Johnston, 1993; Peltier 1994; Milne and Mitrovica, 1996; Milne et al., 1999; Mitrovica and Milne, 2003; Kendall et al., 2005). At each time step, palaeo-topography (the negative of absolute water depth) is used to determine a temporally-varying ocean mask, which is then used to calculate the mean change in RSL across that time step. Absolute palaeo-topography values can only be calculated after the GIA model has been run through to the present day, and they may vary between iterative solutions to the SLE. Consequently, the time-varying shape of the ocean mask may vary between model iterations.

Similarly, changes in ocean area due to changes in the areal extent of ice sheets have also gradually been
implemented within GIA models (e.g. Peltier, 1994; Milne and Mitrovica, 1998; Kendall et al., 2005). In an uncoupled model, evolution of the ocean mask in the region of a marine-grounded ice sheet is largely pre-defined by the assumed ice history, although if a flotation criterion is used to check whether ice is floating or grounded, the ocean mask can change between iterations of the SLE due to changes to the solution for RSL. In a coupled model, the position of the grounding line is free to evolve, and hence the evolution of the ocean mask will be an output of the model (e.g. see Fig. 8f in De Boer et al., 2014). As alluded to above, if the ice-sheet model includes a representation of ice shelves, a flotation test must be used to correctly identify the position of the grounding line at each time step of the GIA model (bearing in mind that the GIA model and the ice-sheet model will likely be run at different spatial resolutions; see next section):

\[ \frac{\rho_i}{\rho_w} H_i > S. \]  

Here, \( H_i \) is ice thickness, \( \rho_i \) and \( \rho_w \) are the density of ice and sea water respectively, and \( S \) is the local water depth, which is positive where the bed is below sea level. In regions where this inequality holds, i.e. upstream of the grounding line, surface load changes are prescribed by changes in ice thickness. In regions where \( H_i \) is positive but this inequality does not hold, i.e. downstream of the grounding line, surface load changes are solved for within the GIA model assuming this region is filled with ocean water that follows the shape of the geoid. This assumption holds since any floating ice shelves will approximately be in hydrostatic equilibrium.

When an ice sheet shrinks and the grounding line retreats (Fig. 5a to b), this leads to a decrease in the gravitational attraction of the ice sheet due to the decrease in its mass. This in turn leads to a decrease in local RSL, which can trigger grounding-line advance (Fig. 5b to c). To understand the reason for this response, note that ice flux across the grounding line has been shown to be strongly dependent on the thickness of ice at the grounding line (Schoof, 2007), and hence the water depth \( S \) (equation (2)). If the local water depth (RSL) decreases this will lead to a decrease in ice flux across the grounding line. Assuming no change in mass input, i.e. accumulation, a sufficient decrease in ice flux (mass output) will return the ice sheet to a situation of positive mass balance, leading to ice thickening and grounding line advance. It is especially important to account for GIA-related feedbacks on water depth in regions where the ice sheet thickens upstream, since it has been shown that this can prevent runaway ice loss from an otherwise unstable configuration (Gomez et al., 2010). Whether the grounding line retreats or advances thus depends on the local settings of the slope of the bedrock topography, ice thickness and on the surface or basal mass balance. We conclude this section by noting that being able to account for changes in coastline and grounding-line position thus results in an interplay between ice dynamics and local RSL change in a coupled model (Fig. 5).
Figure 5: A schematic representation of the migration of the coastline near ice sheets. a) the initial state of the ice-sheet-shelf system. The grounding line, and thus the coastline, is illustrated by the red dashed line. b) The retreated ice sheet at the next time step, the previous ice-sheet topography (panel a) is given by the black dashed lines. The elastic response of the bedrock is shown. The new grounding line is indicated by the red dashed line. c) After solving the SLE, the near field RSL has dropped due to a decrease in the gravitational attraction of the smaller ice sheet. The final grounding line is illustrated by the blue dashed line.

2.3. Solving the SLE on the horizontal mesh

As mentioned in Section 2.1, solving the SLE requires a time-consuming iterative procedure. According to the SLE, RSL change at a specific location and time depends on all previous ice and RSL variations that have occurred at any place on Earth. Therefore, spatio-temporal convolutions over the surface of the Earth and throughout the ice-sheet loading history are necessary. In addition, the requirement that at any place and time the mean sea surface corresponds to an equipotential surface of gravity (geoid), together with the constraint of mass conservation, demands that an iterative procedure must be adopted. The spatio-temporal convolution is repeated at each iterative step until convergence is achieved. Allowing for coastline migrations (and therefore topography changes) as mentioned in Section 2.2 is another reason that the whole procedure must be repeated typically 3 times before convergence is achieved.

To give an example of the horizontal mesh used in a GIA model, we here discuss SELEN as used in De Boer et al. (2014). The horizontal mesh that is used in SELEN is computed using icosahedral pixelisation (Tegmark, 1996) and it consists of almost equal-area hexagonal elements that allow for a nearly optimal quadrature on the sphere. The size of the hexagonal elements is defined by the RES parameter, which
implies a total number of elements given by:

$$N_P = 40 \times RES(RES - 1) + 12.$$  \hspace{1cm} (3)

For example, in the simulations presented by De Boer et al. (2014) \textit{RES} = 60, giving a total number of SELEN elements of 141612 and a grid distance of about 48 km. Increasing the resolution of a simulation leads to a higher value of \( N_P \) and clearly results in a longer spatio–temporal convolution of the SLE and longer computation time. In the fully coupled ice-sheet – sea-level system a high spatial resolution, on the order of \( \sim 10 \) km or less, in the glaciated areas is desirable in order to describe the physics that are related to ice flow, while in coastal regions it is desirable in order to accurately represent the distribution of ocean loading. However, if this high resolution was used everywhere this would result in a significant increase of computational time. The use of a heterogeneous mesh would then be a favourable solution to this issue. For example, Adhikari et al. (2016) used an unstructured mesh to calculate short-timescale variations of RSL change. The mesh model could also improve the coupling of sea level and 3-D ice-sheet models, for example by enhancing the realistic simulation of kilometre-scale outlet glaciers (Adhikari et al., 2016). Later on in Section 6 we will discuss the implementations of a heterogeneous mesh in SELEN.

2.4. Modelling the deformation of the solid Earth

When solving the SLE it is commonly assumed that the Earth is radially stratified, and the mantle has a linear viscoelastic rheology (Spada and Stocchi, 2007). In that case, the Earth is represented by an elastic lithosphere of a certain thickness, commonly on the order of 50-200 km, and a radially stratified 1-D viscoelastic Earth with \( n \) layers. The value of \( n \) is typically chosen to be 2 or 3 (Dziewonski and Anderson, 1981; Spada et al., 2004), with the viscosity of the upper and lower mantle typically assumed to be on the order of \( 10^{20}-10^{21} \) Pa and \( 10^{21}-10^{23} \) Pa, respectively (e.g. Peltier, 2004; Spada et al., 2004).

Because of these assumptions, most contemporary ice-sheet – sea-level models do not capture lateral variations in Earth structure. However, a key factor in determining the precise interaction between ice-sheet advance/retreat and the response of the Earth is the Earth’s rheology itself, which will vary with location. For example, beneath West Antarctica the lithosphere is generally thinner than the global average, and the mantle viscosity is lower (Morelli and Danesi, 2004; An et al., 2015; Van der Wal et al., 2015), meaning that rebound will take place relatively rapidly in response to ice loss (e.g. Nield et al., 2014). This is taken into account in the coupled-model projections of Gomez et al. (2015) and Konrad et al. (2015), who show that the rebound rates associated with a sufficiently weak Earth model can act to delay or even stabilise the retreat of the AIS under some future climate scenarios.
3. Indicators of relative sea level

One of the main advantages of using a coupled ice-sheet – sea-level model is that it permits a more robust comparison of modelled and observed RSL, both spatially and temporally. Here, we present a small selection of the available RSL data for two different time slices during the late Quaternary, including near and far fields sites. Firstly, we consider the last interglacial, or the Eemian, a period thought to be warmer than present with RSL higher than today, focusing on the retreat towards the Eemian and the glacial inception thereafter, between 135 and 105 kyr ago. Secondly, we consider the last termination, the glacial retreat from the LGM. For this period, we focus on changes across Antarctica between 12 and 0 kyr ago. In Section 4, we present a preliminary comparison of model output with the RSL data described here.

3.1. Last Interglacial (Eemian)

The Eemian is the interglacial period before the inception of the last glacial cycle, from ∼130 to ∼115 kyr ago. It is generally considered to be a period of global, although nonuniform, warmth relative to the present (CAPE Last Interglacial Project Members 2006; Capron et al. 2014). During the Eemian, sea level is thought to have been higher than present and also variable over the globe (Thompson and Goldstein 2005; Lambeck et al. 2006; Rohling et al. 2008; Kopp et al. 2009; Grant et al. 2012; O’Leary et al. 2013; Long et al. 2015), whereas atmospheric carbon dioxide concentrations were similar to pre-industrial levels (Petit et al. 1999) and insolation varied significantly during this time (Laskar et al. 2004). Current estimates for global mean sea-level during this period vary from 6 - 9 meters (Dutton et al. 2015). Both modelling efforts (e.g. Langebroek and Nisancioglu 2014) and data compilations (Capron et al. 2014) show a shift in patterns of regional temperature changes, possibly linked to significant differences in insolation changes at different latitudes (see Fig. 1 in Langebroek and Nisancioglu 2014) during the Eemian. One of the major questions that arises from these studies is how to distinguish between contributions from the Greenland and Antarctic ice sheets to Eemian sea-level change, specifically in terms of timing and magnitude. The use of a coupled ice-sheet – sea-level model can help address this issue due to its ability to link climate variations to RSL change via ice sheet dynamics (e.g. Rovere et al. 2016).

Here, we show data for four different locations as described in Long et al. (2015) (Fig. 6). As can be seen, the Eemian is characterised by a rise in sea level following the penultimate glacial maximum that culminates in a RSL peak above present at all four sites considered. Differences between the records shown in Fig. 6 include differences in the timing and rate of the rise in sea level, the maximum sea-level high stand, and the possible double peak of sea level with a short interval of lower RSL during the Eemian (Dutton et al. 2015). The interpretation of the data involves some challenges, particularly in terms of determining the precise age and measurement uncertainty and correcting for processes such as GIA and tectonics (Rovere et al. 2016).
Figure 6: A comparison of multiple runs of ANICE-SELEN (De Boer et al., 2014) as described in Table 1 with different RSL data from the Eemian. Each colour band represents the range of a particular suite of experiments for each location, and each band is bounded by the lines that represent the maximum and minimum value of each experiment. Note that the colour bands overlap. Red: rheological Earth profile is varied. Blue: ice flow parameter is varied. Orange: sub-shelf melt parameter is varied. The RSL data reflect sea-level change at four distinct sites: a) The Red Sea, using the age models of Rohling et al. (2008) (dashed black line) and Grant et al. (2012). b) The Netherlands: corrected data for compaction, tectonics and differential isostasy (Lambeck et al., 2006). c) Barbados (Thompson and Goldstein, 2005) and d) Australia (O’Leary et al., 2013). Curves as adopted from Long et al. (2015).

3.2. Last Glacial Maximum to the present

The LGM is characterised by a global mean cooling of ∼4.0 ± 0.8 °C (Annan and Hargreaves, 2013) and it refers to the maximum glacial extent (∼19-26 kyr ago (Clark et al., 2009)) of the last glacial cycle that starts after the Eemian. During the LGM large ice sheets covered the northern hemisphere (NH) (Peltier 2004; Ehlers and Gibbard, 2007), with major ice sheets centred on North America (e.g. Tarasov et al., 2012) and Eurasia (e.g. Hughes et al., 2016), and the AIS extended towards the edge of the continental shelf (e.g. Bentley et al., 2014; Briggs et al., 2014). The growth of these ice sheets contributed to a global mean sea level minimum, relative to the present, of about 130 metres during the LGM (e.g. Peltier and Fairbanks, 2006; Clark et al., 2009; Lambeck et al., 2014). The vast glacial extent seen during the LGM was accompanied by significant temperature decreases in the regions where ice sheets were present (NGRIP members, 2004; Jouzel et al., 2007; Annan and Hargreaves, 2013) and a drop in CO$_2$ concentrations down to ∼185 ppmv (Petit et al., 1999).

In this study, we consider RSL change around the Antarctic continent (Briggs et al., 2013) at four near-field sites. In contrast to the rapid rise in RSL recorded at far-field sites around the world for this period, data from the Antarctic sites shows a drop in RSL between 12 kyr ago and the present due to the proximity of the sites to regions of local ice mass loss (Fig. 7). Differences between the records reflect differences in the precise glacial extent during the LGM and timing of the retreat following the LGM at different locations.
around the continent (Bentley et al., 2014).
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**Figure 7:** A comparison of multiple runs with ANICE-SELEN (De Boer et al., 2014) as described in Table 1 with different RSL data from Antarctica. Each colour band represents the range of a particular suite of experiments for each location, and each band is bounded by the lines that represent the maximum and minimum value of each experiment. Note that the colour bands overlap. Red: rheological Earth profile is varied. Blue: ice flow parameter is varied. Orange: sub-shelf melt parameter is varied. The RSL data reflect sea-level change at four distinct sites: a) Syowa Coast, b) Terra Nova Bay, c) Larsemann Hills and d) Southern Scott Coast. Data from the compilation of Briggs et al. (2013).

### 4. Model-data comparison

In terms of comparing models with data, several different approaches can be employed. One approach involves identifying which reconstruction of ice volume and extent provides the optimal fit to observations of past sea level, ice extent or ice thickness; this has been done in the past for e.g. Fennoscandia (Lambeck et al., 1998) and Greenland (Tarasov and Peltier, 2003; Simpson et al., 2009). An extension of this approach involves the use of data assimilation methods to ensure the optimum fit to the observational constraints (Stuhne and Peltier, 2015). Alternatively, an ensemble approach has been used to produce a suite of reconstructions of, e.g. the North American ice sheet (Tarasov and Peltier, 2004), and the AIS (Whitehouse et al., 2012a; Briggs et al., 2014; Pollard et al., 2016). Tarasov et al. (2012) extend this approach to include the use of Bayesian calibration within an ensemble framework. In these studies different model parameters are varied to generate a large ensemble of model simulations which are then compared with the observations using statistical measures (as given by e.g. Briggs et al., 2013; Pollard et al., 2016). A more integrated approach has also recently been employed in which an ice-sheet model is iteratively tuned to fit observational data associated with the last deglaciation of Greenland. In this case the complete model, i.e. the ice-sheet model and then the GIA model, are re-run several times (Lecavalier et al., 2014).

One issue that cannot be addressed by these individual ice-sheet reconstructions is the question of whether it is possible to account for temporal variations in global ice volume, as inferred from far-field sea-
Table 1: Sensitivity tests with the coupled ice-sheet – sea-level model ANICE-SELEN described in [De Boer et al. (2014)]. For the viscosity we employed a 3-layer 1-D Maxwell Earth model with a Lower mantle (L), Transition zone (T) and an Upper mantle (U). The results of these tests are illustrated in Figures 6 and 7 with the range of each experiment shown in red for the Earth profile, in blue for the ice flow parameter, and in orange for the shelf melt experiments.

<table>
<thead>
<tr>
<th>Test variable values</th>
<th>Test variable</th>
<th>values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earth profile Lithosphere thickness &amp; viscosity (L;T;U)</td>
<td>65 km, 1;0.2:0.1 $\times 10^{21}$ Pa s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>96 km, 3;1:0.5 $\times 10^{21}$ Pa s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>120 km, 50;10:5 $\times 10^{21}$ Pa s</td>
<td></td>
</tr>
<tr>
<td>Ice flow Enhancement factor for SSA velocities</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>Shelf melt Sub-shelf melt parameter</td>
<td>$1 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2.5 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$10 \times 10^{-3}$</td>
<td></td>
</tr>
</tbody>
</table>

level records ([Lambeck et al. 2014](#)). This is the goal of the global ICE-NG reconstructions of ice volume, where the most recent examples are the ICE-5G ([Peltier 2004](#)) and ICE-6G_C ([Peltier et al. 2015](#)) models.

As highlighted in the review of [Stokes et al. 2015](#), the different approaches to reconstructing past ice sheets, and thus sea level, have both strengths and weaknesses. With the traditional GIA approach, ice sheet reconstructions are constrained using ice extent data, RSL data and observations of present-day uplift. However, the resulting ice-sheet history will not necessarily be consistent with glaciological flow models and their underlying physics. Conversely, when sophisticated ice-sheet models are used the results will be consistent with the physics governing the laws of ice flow, but may not fit data relating to past ice extent or sea-level change. Moreover, it is not currently possible to force long-term ice-sheet simulations with realistic simulations of past climate, since it is not yet computationally feasible to run general circulation models for long periods of time at sufficiently high resolution ([Stokes et al. 2015](#)). As a consequence, mass balance forcing of ice-sheet models is usually accounted for in a highly parameterised way (e.g. [Pollard and DeConto 2012](#) [De Boer et al. 2013](#)).

One of the advantages of simultaneously modelling global ice volume and RSL change using a coupled ice-sheet – sea-level model is that a direct comparison with geological data (e.g. RSL, ice extent and ice thickness data) can be carried out within a more self-consistent framework. We performed a number of sensitivity tests with the coupled ice-sheet – sea-level model ANICE-SELEN of [De Boer et al. 2014](#) and compare the resulting suite of model realisations with RSL data from around the world (Fig. 6 and 7).

The sensitivity tests detailed here provide a general example of the parameters that can be varied within a
coupled model. We vary: (i) lithospheric thickness and the viscosity of the mantle (e.g. Whitehouse et al., 2012b) (ii) the enhancement factors for ice flow of ice streams and floating ice (e.g. Maris et al., 2014), and (iii) a melt parameter governing ice-shelf basal melt rates (e.g. Stone et al., 2013; Fitzgerald et al., 2012). The different values for each of the above named variables that we have used are shown in Table 1.

Although we only carry out a first-order comparison, similar to Whitehouse et al. (2012b) and Gomez et al. (2013), it is clear that there are certain locations where a subset of the model realisations - noting that each colour band in Fig. 6 and 7 represents the range for one of the experiments given in Table 1 - fit the RSL data better than others. Our model is forced by the LR04 benthic $\delta^{18}O$ curve (Lisiecki and Raymo, 2005), but, as illustrated in Fig. 6a, the revised dating of the Red Sea RSL record (Grant et al., 2012) leads to an offset between our model predictions and the observations. In addition, the magnitude of peak sea level during the last interglacial is not reproduced by the model at this location. For the Netherlands (Fig. 6b), the runs in which the Earth rheology is varied (red) are able to reproduce the maximum observed sea level, but again there is an offset in the timing. Furthermore, the double peak that is seen in the data from Barbados (Fig. 6c) and Australia (Fig. 6d) is not featured at all in the model simulations, which could be ascribed to missing inter hemispheric differences in temperature (Capron et al., 2014; Langebroek and Nisancioglu, 2014)

When considering post-LGM near-field RSL change around Antarctica (Fig. 7), the different sensitivity tests lead to a large spread in the model results: for Terra Nova Bay (Fig. 7b) and Southern Scott Coast (Fig. 7d) the runs in which ice flow parameters are varied (blue) are able to fit the data, but these same model simulations show a large offset to data from the Larsemann Hills (Fig. 7c). The simulations with varying ice flow (blue) and shelf melt (orange) seem to represent the data from the Larsemann Hills (Fig. 7c) better, whereas none of the model realisations fully represent the drop in RSL shown by the data from the Syowa Coast (Fig. 7a). This first-order comparison already indicates that it can be a challenging task to fit model results to observations (e.g. Whitehouse et al., 2012b Briggs et al., 2014). However, in future attempts to simultaneously simulate ice volume and RSL change, observational data could be used to reconfigure the model as it runs (e.g. as done in Stuane and Peltier, 2015), although the need to run the model multiple times is still required to establish the initial topography.

5. Schematic experiments for ice-sheet – sea-level models

In this section we present a schematic example of a coupled ice-sheet – sea-level simulation that could potentially form the basis of a future coupled model benchmarking exercise. We focus on the implications of using spatially-variable, model-derived RSL change instead of global mean sea level to drive an ice-sheet model that predicts the evolution of ice volume over a glacial cycle, a period for which it has previously been demonstrated that sea-level feedbacks can significantly alter ice-sheet evolution (Gomez et al., 2013).
5.1. Experimental design

Our model domain encompasses the whole Earth, and we consider two polar land masses which are surrounded by a 4000-metre deep ocean, similar to the set up used in Gomez et al. (2012). The initial bedrock topography of the southern polar continent is axisymmetric, and is based on Gudmundsson et al. (2012):

\[ H_b(r) = b_0 - c_1 \left( \frac{r}{r_0} \right)^2 + c_2 \left( \frac{r}{r_0} \right)^4 - c_3 \left( \frac{r}{r_0} \right)^6, \]  

(4)

where \( r \) is the radius from the south pole in metres, all parameters are given in Table 2. The initial topography is illustrated by the dashed line in Fig. 8a. We calculate the ice-sheet changes in the southern hemisphere (SH) using the ice-sheet model ANICE, forced by either spatially-variable or global mean sea-level change. The ice-sheet model combines ice flow calculations based on the SIA and SSA (De Boer et al., 2013, 2014). For simplicity, we consider vertically averaged velocities, using a single value for the ice-flow parameter (see Table 2). Similarly, surface mass balance is kept simple and we use a single value for accumulation of 0.4 m yr\(^{-1}\). For the basal friction we use a Mohr-Coulomb plastic law, with basal stresses included in the SSA equations. Basal stress is assumed to be a function of a till yield stress \( \tau_c \) that spatially varies as a function of bedrock elevation (De Boer et al., 2013):

\[ \tau_c = \tan(\phi)(1 - 0.96\lambda)\rho_i g H_i. \]  

(5)

Here, \( \phi \) is the till friction angle, with a lower and upper limit depending on bedrock elevation as given in Table 2. The factor \( \lambda \) is a scaling function of the pore water pressure depending on bedrock elevation, \( \lambda \) is 1 below sea level and it is linearly scaled down to 0 for bedrock 1000 m above sea level.

The land mass in the NH consists of a circular continent of radius 2800 km centred on the North Pole, which has a fixed height of 500 metres (Fig. 8b). The ice sheet in the NH is assumed to be cylindrical, with a radius of 2500 km and a thickness that is prescribed to vary between 0 (glacial index=0) and 4400 metres (glacial index=1) (Fig. 9a), the latter being equivalent to a global mean sea-level reduction of about 140 metres. Global sea-level changes are driven by output from the SH ice-sheet model and the prescribed changes to the NH ice sheet.

The SLE is solved with SELEN. The solid Earth is represented by a 1-D Maxwell Earth model with 3 viscous layers (Table 2), rheological parameters are similar to those used in De Boer et al. (2014). The pseudo-spectral method is used to solve the SLE to a maximum spherical harmonic degree of 128. The only forcing for the experiment is the glacial index as illustrated in Fig. 9b, which drives the NH ice volume and hence sea level. The SH ice sheet is first spun up to an initial state as illustrated in Fig. 8h, with no change in NH ice volume. All sea-level contributions are calculated relative to this initial ice sheet, hence a sea-level
change from the SH ice sheet of 0 means that the ice sheet does not change relative to its initial state after spin up.

![Figure 8](image_url)

Figure 8: Cross sections of the ice-sheet regions used for the schematic experiment. a) The ice sheet in the SH, which evolves through time. The blue-filled shape indicates the ice sheet after a 20 kyr steady state spin up. The red dashed line represents the initial bedrock topography (see text for details). b) Initial NH topography: a circular continent with a constant elevation of 500 m above sea level and a radius of 2800 km. Both regions are axisymmetric around the South and North Pole, respectively.

5.2. Results of the schematic experiments

We perform a full glacial experiment starting with the initial conditions shown in Fig. 8. The glacial index (Fig. 9a) drives the NH ice volume to a maximum drop of $\sim 140$ metres global mean sea level, as shown by the blue curve in Fig. 9b. When using the uncoupled model (dashed orange lines) the growth of the SH ice sheet starts much earlier during the glacial cycle (soon after 70 kyr into the simulation) compared with the scenario that uses the coupled model (solid orange lines). Although the SH ice sheet in both simulations reaches a similar volume (Fig. 9b) and ice extent (Fig. 9c), the coupled simulations predict earlier deglaciation of this ice sheet compared with the uncoupled simulations that are driven by global mean sea level.

Fig. 10 shows cross sections over the south polar region from 90 to 50 °S at 0, 70, 80 and 95 kyr into the simulation. The height of the sea-surface is different in the two simulations in the near-field of the ice-sheets; the sea surface height in the coupled simulation (solid orange line) is perturbed upwards in the region of increased ice mass, whereas the sea-surface height in the uncoupled simulation (dashed orange line) just follows the global mean sea-level change. The increase in SH ice volume in the uncoupled simulation (red shape in Fig. 10c) is accompanied by a strong decrease in bedrock deformation and a drop in the global mean sea-surface height. In contrast, due to self-gravitational effects the sea-surface height in the near field of the ice sheet slightly increases in the coupled simulation (orange solid line in Fig. 10d). In conclusion, similar to the results presented in earlier papers (Gomez et al., 2013; De Boer et al., 2014), we find that advance and retreat of a marine ice-sheet system can be strongly perturbed by the inclusion of self-gravitational effects.
Figure 9: Results from the schematic experiments. a) The glacial index used to drive the NH ice volume. b) Sea level contributions from the ice sheets, with solid lines for the coupled (using RSL) and dashed lines for the uncoupled (using global mean sea level) simulations. Total in black, NH in blue, SH in orange. c) SH ice sheet area, solid for the coupled simulation, dashed for the uncoupled simulation. Note that the sea-level contribution from the NH ice sheet is the same for the two experiments, since this is driven by the glacial index in panel (a).

6. Future perspectives

The factors discussed in Section 2 are relatively straightforward to implement in current ice-sheet – sea-level models. In this section we discuss some of the outstanding challenges associated with the implementation of coupled ice-sheet – sea-level models and address key mechanisms that should be taken into account in future (versions of) ice-sheet – sea-level models.

6.1. Grounding-line migration

When accounting for the change in the ocean area as discussed in Section 2.2, the interaction of the grounding-line position of the ice sheets with the local RSL change is an essential process that requires specific attention in future ice-sheet models. Currently the majority of coupled ice-sheet – sea-level models make use of an ice-sheet model that uses the SIA and SSA to simulate ice flow (Gomez et al., 2013; De Boer et al., 2014; Konrad et al., 2015). Although these types of models are well suited to simulating long-term changes in ice volume, a proper treatment of grounding-line migration for lower resolution models requires additional parameterisations (Pattyn et al., 2013; Feldmann et al., 2014), especially when focusing on short-term future projections.

6.2. Lateral variation in Earth’s rheology

As demonstrated by Gomez et al. (2013, 2015) and Konrad et al. (2015), the choice of Earth model can significantly alter the ice-sheet evolution predicted by a coupled ice-sheet – sea-level model. In future
studies it will therefore be important to take into account any lateral variations in Earth properties that exist beneath an ice sheet. However it is first important to quantify the impact of lateral variations, because 3-D GIA models are computationally (on the order of 100 times) more expensive than models that just assume a radially-varying Earth structure. 3-D GIA models, which prescribe both lateral and vertical variations in Earth rheology, have been used for a number of years to study a wide range of applications (e.g. Latychev et al., 2005; Whitehouse et al., 2006; Kendall et al., 2006; Austermann et al., 2013; Van der Wal et al., 2013, 2015). Particularly relating to this study, we note that across Antarctica there are large spatial variations in Earth properties across the continent (e.g. Morelli and Danesi, 2004; Hansen et al., 2014; An et al., 2015; Heeszel et al., 2016).

Ice mass change in areas that are thought to be underlain by a weak upper mantle can trigger a large, and almost instantaneous solid Earth response (Nield et al., 2012, 2014), which can help to stabilise the ice-sheet system (Gomez et al., 2015; Konrad et al., 2015). It is important to identify such regions, e.g. using seismic data, and to determine the resolution at which spatial variations should be represented within the Earth model - there will be a balance between running high resolution, computationally-expensive experiments, and acknowledging that some small scale details will be ‘invisible’ to the surface loading. When solving for GIA and RSL there is always the need to represent the whole Earth, for the 3-D case efficiency can be gained by using finite element models with a mesh of varying resolution.

6.3. Effects of deposition of sediment

Over longer timescales of 10,000-100,000 years, coupled models will need to account for erosion and deposition of sediment (Dalca et al., 2013), particularly in areas periodically covered by large ice sheets. This is important because large-scale sediment redistribution will influence the regional isostatic response, and because the underlying topography exerts a strong control on ice dynamics (Jamieson et al., 2012).
Moreover other processes related to landscape evolution, such as dynamic topography, will also be important when accounting for the interaction between ice sheets and sea level over these long time scales (Austermann et al., 2015).

### 6.4. Improving computational efficiency

An important point raised in Section 2.3 is the computational cost of solving the viscoelastic SLE over long time scales. In order to reduce the computation time and increase the spatial and spectral resolution across the ice sheets we have implemented parallelisation of the SELEN code that solves the SLE and a scheme that generates a heterogeneous mesh.

#### 6.4.1. Parallel programming

The original SELEN code is based on a typical top-down serial algorithm, where the calculation of the SLE itself is the slowest process (Spada and Stocchi, 2007). Since it uses the pseudo-spectral method

<table>
<thead>
<tr>
<th>Constant &amp; description</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_i$ Ice density (kg m$^{-3}$)</td>
<td>910</td>
</tr>
<tr>
<td>$\rho_w$ Seawater density (kg m$^{-3}$)</td>
<td>1028</td>
</tr>
<tr>
<td>$g$ Gravity acceleration (m s$^{-1}$)</td>
<td>9.81</td>
</tr>
<tr>
<td>$A_{flow}$ Ice-flow parameter (Pa$^{-3}$ s$^{-1}$)</td>
<td>$1 \times 10^{-24}$</td>
</tr>
<tr>
<td>$a$ Surface accumulation (m yr$^{-1}$)</td>
<td>0.4</td>
</tr>
<tr>
<td>$\phi$ Till friction angle ($^\circ$)</td>
<td>5 to 15</td>
</tr>
<tr>
<td>$H_{b0}$ Bedrock height limits (m)</td>
<td>-200 to 500</td>
</tr>
<tr>
<td>b Optional basal melt (m yr$^{-1}$)</td>
<td>0.0</td>
</tr>
<tr>
<td>L Lithosphere thickness (km)</td>
<td>100</td>
</tr>
<tr>
<td>n Number of visco-elastic layers</td>
<td>3</td>
</tr>
<tr>
<td>visc(1) Upper mantle viscosity (Pa s)</td>
<td>$3 \times 10^{20}$</td>
</tr>
<tr>
<td>visc(2) Transition zone viscosity (Pa s)</td>
<td>$6 \times 10^{20}$</td>
</tr>
<tr>
<td>visc(3) Lower mantle viscosity (Pa s)</td>
<td>$3 \times 10^{21}$</td>
</tr>
<tr>
<td>$b_0$ Central bedrock height (m)</td>
<td>1000</td>
</tr>
<tr>
<td>$c_1$ Contour parameter 1 (m)</td>
<td>2148.8</td>
</tr>
<tr>
<td>$c_2$ Contour parameter 2 (m)</td>
<td>1031.72</td>
</tr>
<tr>
<td>$c_3$ Contour parameter 3 (m)</td>
<td>151.72</td>
</tr>
<tr>
<td>$r_0$ Scaling radius (m)</td>
<td>750000</td>
</tr>
</tbody>
</table>
and since all variables are discretised, the multiple nested do-loops, which cycle through harmonic degree, time and space, can be parallelised. Here, we take advantage of the Open MP (Open Multi-Processing) application programming interface in order to parallelise the multiple nested do-loops. Accordingly, any time a do-loop is encountered, the master thread is divided into parallel threads that are directed to different cores. Each core performs a part of the spatio-temporal convolutions. Afterwards, the output is re-assembled into one array by means of reduction.

6.4.2. Heterogeneous mesh

For the heterogeneous mesh, we take advantage of the pixelisation routine (Tegmark, 1996) that, according to the $RES$ parameter (equation (5)), first finds the main latitudes and then generates hexagonal elements around them. This allows for a mesh where the resolution (i.e. the area of hexagons) depends on the latitude only. This is very convenient because continental ice sheets, where higher spatial resolution is needed, are typically located at high latitudes, while the rest of the Earth, where a lower resolution would be sufficient, is mostly covered by deep oceans. Firstly, we choose the $RES$ value for the higher resolution elements and generate a high resolution global mesh accordingly. Secondly, we generate other meshes for smaller $RES$ values. The maximum degree of the analysis ($l_{max}$) must be such that $N_{P}^{min} \geq l_{max}^2/3$ to take advantage of the "window property" of the pixelisation, which ensures that the orthonormality condition of the spherical harmonics holds numerically (Tegmark, 1996). Since $l_{max}$ is set to match the high resolution mesh, the $RES$ value of the coarser mesh must be chosen carefully. Lastly, once the meshes are generated, a criterion can be adopted to create a hybrid mesh consisting of the different elements. The highest-resolution elements are used at the poles and the lower resolution elements around the equator. Once the hybrid mesh is created, the actual topography can be projected onto the hexagons. It is important, at this point, to evaluate the ratio between the total number of the elements in each mesh. Such a value is then used as a multiplicative factor when computing the spherical harmonic expansion for the ocean function.

6.4.3. Schematic examples of a reduction in computation time

Similar to the schematic experiment presented above, we also consider a hypothetical scenario where the initial topography now consists of two circular and flat continents at the poles that are separated by an ocean. The continents have a 20° radius and an initial elevation of 20 metres above sea level. The bathymetry increases stepwise towards lower latitudes and reaches a value of -200 metres between 50°S and 50°N. The topography is interpolated using a hybrid mesh that consist of two classes of hexagonal elements. Higher resolution elements ($RES = 60$), with a grid distance of $\sim 48$ km, are used in the northern hemisphere between 50 and 90°N, while lower resolution elements ($RES = 15$), with a grid distance of $\sim 196$ km, are used below 50°N. A uniform thickness disk of ice is placed at the north pole. The disk has a radius of 18° and it is discretised into high-resolution hexagonal elements ($RES = 60$). The thickness of the disk of ice
increases linearly to 2000 m in 100 kyr and decreases back to 0 in the following 20 kyr. The tests discussed in this particular section are carried out using the stand-alone sea-level code of SELEN, not coupled to an ice-sheet model.

To compare the different approaches used to reduce computational costs we have run three different simulations: (i) a standard simulation with \( RES = 60 \), (ii) a parallel simulation with parallelised do-loops, and (iii) a simulation that combines the parallel code and the heterogeneous mesh (\( parallel+het.mesh \)). The computation times for these three experiments are very different. The standard simulation takes about 20 hours, while the parallel and \( parallel+het.mesh \) simulations take 10 and 2.5 hours, respectively. The results for the standard and parallel simulations are identical, whereas differences in RSL between the standard and \( parallel+het.mesh \) simulations peak at \( \sim 0.4 \) metres (Fig. 11). The greatest differences are seen around the margin of the southern hemisphere continent. Here, the larger-size mesh elements result in a less optimal discretisation of the bathymetry. Accordingly, the pressure exerted by the water load on the seafloor is different during regressions and transgression. Other differences can be seen in the northern hemisphere around 50°N, where a sudden transition from high-resolution to low-resolution elements occurs.

Figure 11: Residual RSL change at the glacial maximum, after 100 kyr of simulation. The cyan line shows along-meridian difference between the standard and parallel predictions, zero everywhere. The red curve shows the difference between standard and \( parallel+het.mesh \) predictions.

7. Conclusions

In this article we discuss the importance of integrating two previously-separate fields of research: Glacial Isostatic Adjustment and ice sheet dynamics. Specifically, over past glacial cycles the incorporation of self gravitational effects is shown to play an important role in modulating rates of ice-sheet advance and retreat. In particular, it has been shown that RSL change can act to stabilise marine ice-sheet retreat, even on a
retrograde bed, depending on the specific Earth rheology and climate scenario applied. The field of coupled ice-sheet – sea-level modelling is still relatively young. Future work in this area should seek to: (i) improve model representations of grounding-line migration, (ii) account for lateral variations in Earth’s rheology, and (iii) improve the computational efficiency of the models. Progress over the last few years has shown that a consistent ice-sheet – sea-level model is not only feasible, but that coupled ice-sheet – sea-level models have an important role to play in improving our understanding of the interactions between sea-level change and ice-sheet dynamics, during both past and future climate changes.
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