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Abstract: The Born-Oppenheimer approximation underlies much of chemical simulation and provides the framework defining the potential energy surfaces that are used for much of our pictorial understanding of chemical phenomena. However, this approximation breaks down when considering the dynamics of molecules in excited electronic states. Describing dynamics when the Born-Oppenheimer approximation breaks down requires a quantum mechanical description of the nuclei. Chemical reaction dynamics on excited electronic states is critical for many applications in renewable energy, chemical synthesis, and bioimaging. Furthermore, it is necessary in order to connect with many ultrafast pump-probe spectroscopic experiments. In this review, we provide an overview of methods that can describe nonadiabatic dynamics with emphasis on those that are able to simultaneously address the quantum mechanics of both electrons and nuclei. Such \textit{ab initio} quantum molecular dynamics methods solve the electronic Schrödinger equation alongside the nuclear dynamics and thereby avoid the need for precalculation of potential energy surfaces and nonadiabatic coupling matrix elements. Two main families of methods are commonly employed to simulate nonadiabatic dynamics in molecules: full quantum dynamics such as the multiconfigurational time-dependent Hartree method and classical trajectory-based approaches such as trajectory surface hopping. In this review, we describe a third class of methods that is intermediate between the two – Gaussian basis set expansions built around trajectories.
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1. Introduction

In many chemical problems, the electrons respond nearly instantaneously to nuclear motion and the details of electronic dynamics can be ignored. In these cases, the Born-Oppenheimer approximation (BOA) allows us to decouple the electronic and nuclear problems, defining the very concept of the potential energy surface. However, when the dynamics starts on an excited electronic state, there are almost invariably nonadiabatic transitions between electronic states corresponding to a breakdown of the BOA and demanding a quantum mechanical treatment of both the nuclei and the electrons. There are numerous examples of chemical problems that involve excited electronic states from photochemistry to electron transfer with applications in renewable energy, chemical synthesis, and bioimaging. It is thus a major theoretical challenge to describe the quantum mechanical behavior of both electrons and nuclei in the context of nonadiabatic effects and excited state chemistry.

A number of computational methods have been proposed in the past decades in order to meet the challenge of simulating dynamics beyond the BOA. A schematic representation of some of the most commonly employed nonadiabatic dynamics methods is provided in Figure 1, and numerous reviews of the subject have been published.\textsuperscript{1-4} Methods such as Multi-configuration Time-Dependent Hartree (MCTDH) can provide numerically exact results for molecules with a few tens of nuclear degrees of freedom.\textsuperscript{5-6} MCTDH is often considered as a reference method for excited-state dynamics, when high accuracy potential energy surfaces and nonadiabatic coupling matrix elements are available. Unfortunately, the method requires a precalculated potential energy surface (implying the necessity for a computationally challenging global fit) and the limitation to relatively few degrees of freedom requires a reduced dimensionality treatment for most molecules, i.e. freezing some of the internal coordinates. Multilayer MCTDH\textsuperscript{7-8} (ML-
MCTDH) offers a way to circumvent reduced dimensionality in some cases, but further approximations are needed if one is interested in the dynamics of molecules in their full configuration space. In mixed quantum/classical methods\(^9\) such as Ehrenfest and trajectory surface hopping dynamics, the nuclei are treated classically. In the former, the nuclear forces are directly derived from the time-dependent propagation of an electronic wavefunction or density matrix and trajectories evolve on a time-dependent average of the electronic states.\(^3\),\(^10\)-\(^11\) In surface hopping dynamics,\(^12\)-\(^13\) a set of electronic amplitudes are integrated together with the classical trajectories and dictate the probability that the trajectory will “hop” from one electronic state to the other (additional details on the surface hopping method can be found below).

![Figure 1. Schematic representation of different methods for excited-state molecular dynamics.](image)
The aforementioned techniques are far from the only way of modeling nonadiabatic molecular dynamics, and we briefly mention semiclassical approaches,\textsuperscript{14-15} quantum-classical Liouville approaches,\textsuperscript{16-19} symmetrical quasi-classical windowing,\textsuperscript{20-24} linearized nonadiabatic dynamics,\textsuperscript{25} Bohmian dynamics,\textsuperscript{26-31} and exact-factorization based mixed quantum/classical algorithms.\textsuperscript{32-36}

This review focuses on nonadiabatic dynamics methods that expand the nuclear wavefunction in terms of a linear combination of traveling Gaussian basis functions.\textsuperscript{37-39} This idea is rooted in the seminal work of Heller.\textsuperscript{37} Before Heller’s work, the most common approach to chemical dynamics was based on a scattering formalism in the energy domain. Heller proposed to use \textit{classically-driven Gaussian functions} to describe the semiclassical dynamics of nuclear wavepackets. Heller further introduced a time-dependent perspective on photoabsorption, where the direct propagation of nuclear wavefunctions replaces the expensive calculation of Franck-Condon factors.\textsuperscript{38,40} In 1981, Heller introduced the use of \textit{frozen Gaussians}, i.e., Gaussians with a fixed width, as a basis for the nuclear wavefunction.\textsuperscript{39} This proposal seeded the development of the methods presented in this review.

One particularly compelling feature of Gaussian-based quantum dynamics methods is that they are easily amenable to an \textit{ab initio} molecular dynamics formulation, where the required electronic structure quantities (such as electronic state energies and gradients) are calculated “on the fly,” i.e. simultaneously with the nuclear dynamics. Additionally, they can be derived from first principles and made exact in well-defined limits. In principle, the “traveling” nature of the Gaussian basis functions allows a compact set of basis functions to describe the dynamics and therefore can be much more computationally efficient than methods based on a fixed set of basis functions. We focus on the Full Multiple Spawning (FMS) and Ab Initio Multiple Spawning
(AIMS) methods, but we also discuss other methods based on traveling Gaussian wavepackets such as variational multi-configurational Gaussians $^{41-42}$ (vMCG) and multiconfigurational Ehrenfest $^{43-44}$ (MCE). The AIMS method avoids precalculated potential energy surfaces and instead solves the electronic Schrödinger equation as needed during the dynamics to obtain these quantities. AIMS constitutes the earliest reported incarnation $^{45-47}$ of ab initio nonadiabatic quantum molecular dynamics. Subsequently, other nonadiabatic dynamics methods have also been used in the context of ab initio molecular dynamics. $^{42,48-54}$

2. The time-dependent molecular Schrödinger equation

Ab initio quantum molecular dynamics aims to solve the time-dependent Schrödinger equation (TDSE) for a molecular system (usually in the non-relativistic limit, as shown here):

$$i \frac{\partial \Psi(r,R,t)}{\partial t} = \hat{H}(r,R)\Psi(r,R,t)$$  \hspace{1cm} (1)

In this equation, $r$ and $R$ are the collection of $3N_{\text{el}}$ electronic and $3N$ nuclear coordinates, respectively. We make use of atomic units here and throughout this review, i.e. $\hbar = m_e = 1$. The molecular Hamiltonian is given as

$$\hat{H}(r,R) = \hat{T}_{\text{mac}} + \hat{T}_e + \hat{V}_{e-e}(r) + \hat{V}_{e-n}(r,R) + \hat{V}_{n-n}(R)$$

$$= \hat{T}_{\text{mac}} + \hat{H}_e(r,R)$$  \hspace{1cm} (2)

where $\hat{T}_{\text{mac}} = \sum_{\gamma} \frac{1}{2M_{\gamma}} \nabla_{\mathbf{R}_{\gamma}}^2$ is the nuclear kinetic energy operator and the $\gamma$th nucleus has bare mass $M_{\gamma}$. The electronic Hamiltonian $\hat{H}_e(r,R)$ contains the electronic kinetic energy operator as well as all the Coulomb operators involving electrons and nuclei.
2.1 Representations of the molecular wavefunction

The Born-Huang representation\textsuperscript{55-56} is a formally exact separation of the molecular wavefunction into electronic and nuclear contributions:

$$\Psi(r,R,t) = \sum_{J} \Omega_{J}(R,t) \Phi_{J}(r;R)$$  \hspace{1cm} (3)

where the subscript $J$ denotes the electronic state and $\Omega_{J}(R,t)$ is the time-dependent nuclear wave function associated with the $J$th electronic state. The electronic part in Eq. (3) is expanded in an orthonormal electronic basis, $\left\{ \Phi_{J}(r;R) \right\}$. Often one chooses the adiabatic representation, meaning that the electronic basis consists of eigenfunctions of the time-independent electronic Schrödinger equation for a given nuclear configuration $R$:

$$\hat{H}_{el}(r,R) \Phi_{J}(r;R) = E_{J}(R) \Phi_{J}(r;R)$$  \hspace{1cm} (4)

where $E_{J}(R)$ is the $J$th eigenvalue at a given nuclear position $R$. These eigenvalues correspond to the adiabatic potential energy surface for the $J$th electronic state. Diabatic representations, where the electronic states are not eigenfunctions of the electronic Hamiltonian, are also possible (and in some cases advantageous).\textsuperscript{57-59} For simplicity, we focus on the adiabatic representation throughout most of this article.

In principle, the Born-Huang expansion is formally exact only when an infinite number of electronic states are included. In practice, an excellent approximation is often obtained with a few electronic states. Several alternative formulations exist which simplify the Born-Huang representation by restricting it to a single product. The most common is the Born-Oppenheimer approximation (BOA). In the BOA, the Born-Huang summation in Eq. (3) is limited to a single time-independent electronic term: $\Psi(r,R,t) = \Omega_{J}(R,t) \Phi_{J}(r;R)$, where $J$ is often taken as the...
ground electronic state. (Note that this approximation is also known as the “Born-Huang approximation”, and that the Born-Oppenheimer adiabatic approximation further implies the neglect of diagonal Born-Oppenheimer corrections.\textsuperscript{60}) Effectively, the BOA assumes that the electrons relax instantaneously as the nuclei move, i.e. that the electrons and nuclei are perfectly correlated.\textsuperscript{61-62} However, this correlation is restricted to a single electronic state, and therefore breaks down when two electronic states become nearly or exactly degenerate. Although this breakdown of the BOA is rarely a major concern on the ground electronic state, it is practically the rule for molecules undergoing dynamics on excited electronic states, for example in many ultrafast pump-probe type experiments.

An alternative single product formulation leads to the time-dependent self-consistent field (TDSCF) equations. In this approximation, the molecular wavefunction is given by

$$\Psi(r, R, t) = \Omega(R, t) \Phi(r, t),$$

i.e. a product of time-dependent molecular and electronic wavefunctions.\textsuperscript{9,63-64} At first glance, this might seem similar to the BOA, but it is actually very different. Because the electronic wavefunction does not depend on the nuclear coordinates, the electronic and nuclear degrees of freedom are completely uncorrelated in this wavefunction ansatz. Indeed, when the TDSCF ansatz is inserted in the TDSE, Eq. (1), it leads to a set of coupled mean-field equations for both the electronic and the nuclear wavefunctions. Taking a classical limit for the nuclear degrees of freedom then leads to Ehrenfest dynamics. For more details on the classical limit leading to Ehrenfest dynamics and its implication for mixed quantum/classical dynamics, the reader is referred to previous work.\textsuperscript{9-11,65-66}

A final single product formulation that bears mention is the “exact factorization approach.” As its name suggests, this formulation is formally exact, in spite of its restriction to a single product. This feat is accomplished\textsuperscript{67-70} by allowing both the nuclear and electronic wavefunctions.
to be explicitly time-dependent: $\Psi(r,R,t) = \Omega(R,t)\Phi(r,t; R)$. The explicit time-dependence of the electronic wavefunction results in a potential energy surface that depends on both nuclear coordinates and time, as well as a time-dependent vector potential. Unlike the BOA ansatz, the electronic wavefunction is time-dependent. Unlike the TDSCF ansatz, the electronic wavefunction depends parameterically on the nuclear degrees of freedom. Even though this single product formulation is formally exact, it is unclear how to formulate an efficient and accurate implementation and this is currently a topic of considerable research effort.

2.2 The coupled time-dependent nuclear equations

Upon insertion of the Born-Huang representation of Eq. (3) into the time-dependent Schrödinger equation, Eq. (1); left multiplication by $\Phi_I^*(r; R)$; and integration over the electronic coordinates, we obtain a set of coupled equations of motion for the nuclear wavefunctions $\Omega_I(R,t)$:

$$i \frac{\partial \Omega_I(R,t)}{\partial t} = \left( \hat{T}_N + E_I(R) \right) \Omega_I(R,t)$$

$$- \sum_j \sum_{\rho=1}^{3N} \left[ \frac{1}{M_\rho} \langle \Phi_I | \frac{\partial}{\partial R_\rho} | \Phi_J \rangle_r \frac{\partial}{\partial R_\rho} + \frac{1}{2M_\rho} \langle \Phi_I | \frac{\partial^2}{\partial R_\rho^2} | \Phi_J \rangle_r \right] \Omega_J(R,t)$$

where $\rho$ indexes the $3N$ nuclear coordinates. The first term of Eq. (5) describes adiabatic evolution of the nuclear component $\Omega_I(R,t)$ on the $I$th electronic state corresponding to the potential energy surface $E_I(R)$. The second term, i.e. the second line of Eq. (5), describes coupling with other electronic states through the first- and second-order nonadiabatic derivative couplings: $d_{IJ}(R) = \langle \Phi_I | \nabla_R | \Phi_J \rangle_r$ and $D_{IJ}(R) = \langle \Phi_I | \nabla_R^2 | \Phi_J \rangle_r$. These quantities couple the electronic states through nuclear motion, and are critical in nonadiabatic dynamics. When the
nonadiabatic coupling terms are neglected in Eq. (5), we obtain the so-called Born-Oppenheimer adiabatic approximation,\textsuperscript{56,60} which leads to Born-Oppenheimer molecular dynamics after taking a classical limit for the nuclear degrees of freedom.\textsuperscript{10} When only the diagonal second-order couplings are retained, we obtain an adiabatic equation of motion for the nuclei that corresponds to inserting the BOA ansatz (discussed above) in the TDSE (with a mass-dependent PES).

Diabatic electronic representations rotate the electronic states such that the nonadiabatic couplings are small (ideally they would vanish, but this is not possible for polyatomic molecules).\textsuperscript{57-59,77-78} This rotation necessarily leads to finite off-diagonal elements in the electronic Hamiltonian, i.e. any rotation that diagonalizes the kinetic part of the Hamiltonian will “undiagonalize” the potential part.\textsuperscript{79} In a diabatic representation, electronic transitions are primarily promoted by the off-diagonal elements in the electronic Hamiltonian (as opposed to the nonadiabatic derivative couplings that promote transitions in the adiabatic representation).

In conventional quantum dynamics simulations, the (nuclear) wavefunctions and Hamiltonian elements are represented on a fixed grid (see below). Numerically exact solution of the TDSE can be obtained, given that electronic energies and coupling terms are known along the selected coordinates of the molecular configuration space.\textsuperscript{80-82}

A very different philosophy is to approximate the dynamics of the nuclear wavepackets by a swarm of classical trajectories, which can for example hop from one electronic state to the other based on a stochastic algorithm. This technique, referred to as surface hopping, was first proposed in 1971 by Tully and Preston\textsuperscript{12} and further refined by Tully in 1990 as the Fewest-Switches algorithm.\textsuperscript{13} As trajectory surface hopping (TSH) is based on independent classical trajectories, it is well suited to on-the-fly dynamics, where the required electronic structure quantities are computed at each time step of a trajectory. The reliance on classical trajectories
also enables dynamical simulations of molecules in their full dimensionality (since the effort in classical propagation scales weakly with the number of degrees of freedom). Unfortunately, TSH cannot be fully derived from first principles. Numerous “quasi-derivations” have been proposed, based on different starting formalisms. However, in each of these at least one step is uncertain and this makes it difficult to clearly delineate situations where TSH will or will not succeed. Some limitations are well-known and widely discussed. For example, the predicted dynamics from TSH depend (often quite strongly) on the electronic representation that is used (with the adiabatic representation being preferred). In contrast, the exact solution of the TDSE is independent of the electronic representation used. Decoherence of nuclear wavepackets is also a problem in TSH, although a number of different fixes have been proposed to overcome this limitation. A number of recent reviews on the TSH are available.

In the remaining part of this review, we focus on basis set expansions of Eq. (5), resulting in expressions for molecular quantum dynamics simulation that lead to well-controlled approximations.

3. Ab initio quantum dynamics with a basis set

The nuclear wavefunction for electronic state $J$ can be written as a linear combination of $N_J$ basis functions, denoted as $\{\chi_i^{(J)}\}_{i=1}^{N_J}$, whose elements are defined as $\chi_i^{(J)}(R; a_{1,1}^{(J)}(t), \ldots, a_{N_{p},p}^{(J)}(t))$, i.e., the basis set only has explicit time-dependence through its $N_p$ parameters denoted by $a_{1,1}^{(J)}(t), \ldots, a_{N_{p},p}^{(J)}(t)$. The superscript “$(J)$” is to be understood as an electronic-state label for the basis functions. Expanded in this basis, the Born-Huang representation of Eq. (3) reads:
\[ \Psi(\mathbf{r}, \mathbf{R}, t) = \sum_{j}^{N_j} \sum_{i}^{N_i} C_i^{(J)}(t) \chi_i^{(J)}(\mathbf{R}; a_i^{(J)}(t), \ldots, a_{i,N_i}^{(J)}(t)) \Phi_j(\mathbf{r}; \mathbf{R}) \]  

(6)

with complex time-dependent expansion coefficients \( \left\{ C_i^{(J)} \right\}_{i=1}^{N_j} \) for each basis function on each electronic state. Combination of Eq. (6) with the TDSE, Eq. (1), will be the common starting point for the description of different nonadiabatic quantum dynamics methods.

We mentioned previously that the coupled time-dependent nuclear equations can be solved on a grid (quantum dynamics). The grid can be formulated in such a way that it appears as a choice of basis set for the expression of the nuclear wavefunction, e.g. as a series of \( \delta \)-functions (or sinc functions) centered on each of the grid points. When this grid has a direct product structure, the basis is greatly simplified and a given nuclear wavefunction on state \( J \) with \( f \) nuclear degrees of freedom becomes:

\[ \Omega_J(\mathbf{R}_1, \ldots, \mathbf{R}_f, t) = \sum_{j_1, \ldots, j_f=1}^{N_1, \ldots, N_f} C(j_1, \ldots, j_f)(t) \prod_{\kappa=1}^{f} \chi_{j_\kappa}^{(\kappa)}(\mathbf{R}_\kappa) \]  

(7)

where \( \chi_{j_\kappa}^{(\kappa)}(\mathbf{R}_\kappa) \) represents one of the \( N_f \) functions used to describe the \( f \)th nuclear degree of freedom. These functions can be considered a dual space representation connecting physical space and function space, and this is the perspective taken explicitly in discrete variable (DVR)\(^{80,104} \) and finite basis (FBR)\(^{80} \) representations. (Note that we keep \( \mathbf{R} \) as a generic label for the Cartesian nuclear coordinates. Internal coordinates can also be used, but we do not discuss the implications of such representations in this article.)

The curse of dimensionality in quantum dynamics clearly appears in Eq. (7), as the size of the problem grows as \( N_f \) if each of the \( f \) degrees of freedom is described by \( N \) functions. The Multiconfiguration Time-Dependent Hartree (MCTDH) method\(^{5,6,105} \) proposes a clever way to
alleviate the problem: the grid functions – now called single-particle functions (SPFs) – acquire a
time-dependence that allows for a considerable reduction in the number of time-independent grid points:

$$\Omega_j(R_1, \ldots, R_f, t) = \sum_{j_1, \ldots, j_f = 1}^{n_i \times n_f} C_{j_1 \ldots j_f}^{(j)}(t) \prod_{k=1}^{f} \phi_{j_k}^{(k)}(R_k, t)$$  \hspace{1cm} (8)

where a SPF is constructed from the primitive functions as

$$\phi_{j_k}^{(k)}(R_k, t) = \sum_{i_k=1}^{N_k} c_{j_k i_k}^{(k)}(t) \chi_{i_k}^{(k)}(R_k).$$

MCTDH becomes equivalent to a numerically exact (within the primitive basis set) solution of
the time-dependent Schrödinger equation when $$n_1, \ldots, n_f = N_1, \ldots, N_f.$$

Another commonly employed basis set – that will be described in great detail in the
following – is composed of multidimensional Gaussian functions with explicit time-dependent
parameters given by:

$$\left(a_{i,1}^{(I)}(t), \ldots, a_{i,N_p}^{(I)}(t)\right) \equiv \left(\overline{R}_i^{(I)}(t), \overline{P}_i^{(I)}(t), \overline{\alpha}_i^{(I)}(t), \overline{\gamma}_i^{(I)}(t)\right)$$  \hspace{1cm} (9)

Inserting Eq. (6) with this definition in the TDSE, multiplying on the left by

$$\left(\chi_j^{(I)}(R, a_{j,1}^{(I)}(t), \ldots, a_{j,N_p}^{(I)}(t)) \Phi_i(r; R)\right)^*,$$

and integrating over both electronic and nuclear coordinates leads to general equations of motion for the expansion coefficients:

$$\dot{C} = -i\mathbf{S}^{-1} \left[ (H - i\mathbf{S}) C \right]$$  \hspace{1cm} (10)

Eq. (10) is simply the time-dependent Schrödinger equation expressed in a time-dependent
nonorthogonal basis set, where $$\langle S \rangle_{ji}^{HH} = \chi_j^{(I)}(r) \chi_i^{(I)}(r),$$ $$\langle H \rangle_{ji}^{HH} = \chi_j^{(I)}(r) \hat{H} \chi_i^{(I)}(r),$$ and $$\mathbf{S}$$ is an
overlap matrix including the time-derivatives of the basis functions, which will be defined more
precisely in the following. The finite basis represents the only approximation made so far and Eq. (10) fully accounts for the coupling between nuclear motion and electronic states.

From the form of Eq. (10), it becomes immediately clear that the basis functions are mutually coupled, both in an intra- and interstate fashion. However, several questions about solutions and approximations to this equation arise at this stage: How should we define equations of motion for the time-dependent parameters of the basis, and how do they influence the dynamics? How can we compute or approximate the matrix elements in Eq. (10)? Answering these questions is the goal of the following sections, and we will see that it defines a hierarchy for nonadiabatic quantum dynamics methods.\textsuperscript{4,106-108}

4. Full Multiple Spawning

Full Multiple Spawning (FMS) constitutes a framework for nonadiabatic dynamics, where nuclear wavefunctions are represented by an adaptive linear combination of frozen Gaussian functions that follow classical trajectories. In a complete basis, FMS would be exact. Applying a series of well-controlled approximations leads to the Ab Initio Multiple Spawning (AIMS) method which is well-suited to on-the fly excited state dynamics of molecules. We first discuss the FMS method and AIMS will be treated subsequently.

4.1 Equations of motion

In FMS,\textsuperscript{109-113} the time-dependent nuclear wavefunction for each electronic state \( I \) is represented as a linear combination of multidimensional, frozen Gaussian basis functions with complex time-dependent coefficients:

\[
\chi_i^{(j)}(R, a_{i,1}^{(j)}(t), \ldots, a_{i,N_p}^{(j)}(t)) = \chi_i^{(j)}(R; \bar{R}_i^{(j)}(t), \bar{P}_i^{(j)}(t), \bar{\gamma}_i^{(j)}(t), \alpha)
\]  

\text{(11)}
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In the language of FMS, the $\chi_i^{(J)}$ are called trajectory basis functions (TBFs); each one is labeled with a compound index denoting the corresponding electronic state $J$ and because there can be many TBs on each electronic state, also by a second index $i$. As previously described, the frozen Gaussian is centered at position $\vec{R}_i^{(J)}(t)$ and momenta $\vec{P}_i^{(J)}(t)$, both of which evolve in time. The time-independent width of the Gaussian is denoted as $\alpha$ and $\gamma_i^{(J)}(t)$ is a phase.

Each multidimensional Gaussian basis function $\chi_i^{(J)}(R; \vec{R}_i^{(J)}(t), \vec{P}_i^{(J)}(t), \gamma_i^{(J)}(t), \alpha)$ is a product of one-dimensional Gaussian basis functions – one for each nuclear degree of freedom $\rho$:

$$\chi_i^{(J)}\left(R; \vec{R}_i^{(J)}(t), \vec{P}_i^{(J)}(t), \gamma_i^{(J)}(t), \alpha\right) = e^{i\gamma_i^{(J)}(t)} \prod_{\rho=1}^{3N} \chi_{i\rho}^{(J)}\left(R_{\rho}; \vec{R}_{i\rho}^{(J)}(t), \vec{P}_{i\rho}^{(J)}(t), \alpha_{\rho}\right)$$ (12)

$$\chi_{i\rho}^{(J)}\left(R_{\rho}; \vec{R}_{i\rho}^{(J)}(t), \vec{P}_{i\rho}^{(J)}(t), \alpha_{\rho}\right) = \left(\frac{2\alpha_{\rho}}{\pi}\right)^{1/4} \exp\left[-\alpha_{\rho}\left(R_{\rho} - \vec{R}_{i\rho}^{(J)}(t)\right)^2 + i\vec{P}_{i\rho}^{(J)}(t)\left(R_{\rho} - \vec{R}_{i\rho}^{(J)}(t)\right)\right]$$ (13)

In its usual form, FMS prescribes that a TBF on electronic state $J$ follows a classical trajectory, evolving adiabatically on the potential energy surfaces given by $E_J(R)$ – the eigenvalue of the time-independent electronic Schrödinger equation in Eq. (4). Hence, the time-dependent positions and momenta associated with each Gaussian basis function are propagated using Hamilton’s equations of motion:

$$\frac{\partial \vec{R}_{i\rho}^{(J)}(t)}{\partial t} = \frac{\vec{P}_{i\rho}^{(J)}(t)}{M_{\rho}}$$ (14)

$$\frac{\partial \vec{P}_{i\rho}^{(J)}(t)}{\partial t} = -\frac{\partial E_J(R)}{\partial R_{i\rho}} \bigg|_{R_{i\rho} = \vec{R}_{i\rho}^{(J)}(t)}$$ (15)

The time-dependent phase $\gamma_i^{(J)}(t)$ is obtained from semiclassical arguments, namely by integrating the classical Lagrangian.
\[
\frac{\partial \tilde{\gamma}_i^{(J)}(t)}{\partial t} = \sum_{\rho} \frac{3N_j(t)}{2M_{\rho}} - E_j(R_j^{(J)}(t))
\] (16)

The Born-Huang expansion obtained by inserting the FMS representation is:

\[
\Psi(r,R,t) = \sum_{J} \sum_{i} C_i^{(J)}(t) \chi_i^{(J)}(R;R_j^{(J)}(t)) \tilde{P}_i^{(J)}(t), \tilde{\gamma}_i^{(J)}(t), \alpha) \Phi_J(r;R)
\] (17)

Comparing to Eq. (6), the major differences are the specific use of a Gaussian basis set, and the time-dependence of the number of terms used to describe the nuclear wavefunction in state \( J, N_J(t) \). The central idea of FMS is to use an \textit{adaptive} basis set to better describe the nonadiabatic dynamics, and to prevent limitations arising from a fixed number of basis functions. The number of TBFs will indeed increase during the dynamics due to \textit{spawning processes} (see Sec. 4.2 for a complete description). Interesting alterations of Eq. (17) have recently been proposed, where the global adiabatic electronic wavefunctions are replaced by electronic wavefunctions evaluated at the center of the corresponding Gaussian function\(^{114}\) or by time-dependent quasi-diabatic electronic wavefunctions.\(^{115}\) As we will see below, in AIMS, a similar interpretation arises naturally.

Inserting Eq. (17) into the time-dependent Schrödinger equation – multiplying on the left by \( \left( \chi_k^{(J)}(R;R_k^{(J)}(t)), \tilde{\gamma}_k^{(J)}(t), \alpha) \Phi_J(r;R) \right)^* \) and integrating over both nuclear and electronic coordinates – leads to equations of motion for the complex coefficients (or amplitudes) \( \left\{ C_i^{(J)}(t) \right\}_{i=1}^{N_i(t)} \). This projection defines a spectral method (defined entirely in the space of basis functions), but pseudospectral Gaussian methods (defined in a dual space of basis functions and physical space gridpoints) have also been proposed.\(^{116}\) These equations of motion are similar to
the general one given in Eq. (10). Focusing on the amplitudes for TBFs associated with the \( i \)th electronic state, one obtains

\[
\frac{dC^I}{dt} = -i(S_H^{-1}) \left[ H_H - iS_H \right] C^I + \sum_{j \neq i} H_H C^J \tag{18}
\]

where bold symbols indicate matrices or vectors in the space of Gaussian basis functions.\(^{117}\) The nuclear overlap matrices in Eq.(18) are a direct consequence of the time-dependent and nonorthonormal Gaussian basis and the elements are defined as:

\[
(S_H)_{ki} = \left< \chi_k^{(I)} \right| \chi_i^{(I)} \rangle_R \tag{19}
\]

\[
(\dot{S}_H)_{ki} = \left< \dot{\chi}_k^{(I)} \right| \chi_i^{(I)} \rangle_R \tag{20}
\]

The Hamiltonian matrix \( H \) contains both inter- and intrastate couplings between TBFs. As an example, the Hamiltonian matrix element between TBF \( k \) evolving on state \( J \) and TBF \( i \) evolving on state \( I \) is given as:

\[
H^H_{ki} = \left< \chi_k^{(J)} \Phi_J \right| \hat{H} \left| \chi_i^{(I)} \Phi_I \right>_{R,r} \nonumber
\]

\[
= \left< \chi_k^{(J)} \right| \hat{T}_{\text{mac}} \left| \chi_i^{(I)} \right>_{R} \delta_{JI} + \left< \chi_k^{(J)} \right| E_I \left| \chi_i^{(I)} \right>_{R} \delta_{JI} - 2D^H_{ki} - G^H_{ki} \tag{21}
\]

where we used the molecular Hamiltonian given in Eq. (2) and the definition of adiabatic electronic states \( E_I(R) = \left< \Phi_I \left| \hat{H}_{el}(R) \right| \Phi_I \right> \delta_{JI} \). The last two terms of Eq. (21) are linked to the nuclear kinetic energy operator and read

\[
D^H_{ki} = \left< \chi_k^{(J)} \right| \sum_{\rho=1}^{3N} \frac{\partial}{\partial R^I_{\rho}} \frac{1}{2M^I_{\rho}} \frac{\partial}{\partial R^I_{\rho}} \left| \chi_i^{(I)} \right>_{R} \tag{22}
\]

\[
G^H_{ki} = \left< \chi_k^{(J)} \right| \sum_{\rho=1}^{3N} \frac{1}{2M^I_{\rho}} \left( \Phi_J \right| \frac{\partial^2}{\partial R^I_{\rho}} \left| \Phi_I \right> \chi_i^{(I)} \right>_{R} \tag{23}
\]
where we recognize the first- and second-order nonadiabatic coupling terms described in Sec. 2.2, sandwiched between TBFs.

We note that the time-dependent phase $\tilde{F}_i^{(j)}(t)$ could easily be absorbed into the FMS complex amplitudes. However, the definition of this phase and its semiclassical evolution leads to an interaction picture for the propagation of the complex coefficients. By using the equation of motion for the phase given in Eq. (16), oscillations in the complex amplitudes are reduced (increasing the time step that can be used in the integration of the equations of motion) and changes in the complex amplitudes are largely confined to times when TBFs are coupled (simplifying the interpretation of simulation results).

Couplings between TBFs described by the Hamiltonian matrix can be summarized as follows. Diagonal elements of $\mathbf{H}$ correspond to the energy of each TBF, while off-diagonal elements give rise to the coupling between TBFs (Figure 2). For instance, two TBFs – $k$ and $m$ – evolving on the same electronic state ($S_0$) will be coupled through the nuclear kinetic energy operator and the electronic energy, as well as through diagonal Born-Oppenheimer terms (blue area in Figure 2):

$$
H_{km}^{S_0} = \left\langle \chi_{k}^{(S_0)} \right| \hat{T}_{\text{nuc}} \left| \chi_{m}^{(S_0)} \right\rangle_R + \left\langle \chi_{k}^{(S_0)} \right| E_{S_0} \left| \chi_{m}^{(S_0)} \right\rangle_R - \left\langle \chi_{k}^{(S_0)} \right| \sum_{\rho=1}^{3N} \frac{1}{2M_\rho} \frac{\partial^2}{\partial R_\rho^2} \left| \Phi_{S_0} \right\rangle_R \left\langle \chi_{m}^{(S_0)} \right|_R (24)
$$

The coupling between TBFs $k$ and $i$ evolving on different electronic states ($S_0$ and $S_1$) is mediated by nonadiabatic coupling terms (red area in Figure 2):

$$
H_{ki}^{S_0S_1} = -\left\langle \chi_{k}^{(S_0)} \right| \sum_{\rho=1}^{3N} \left\langle \Phi_{S_0} \right| \frac{\partial}{\partial R_\rho} \left| \Phi_{S_1} \right\rangle_R \frac{1}{M_\rho} \frac{\partial}{\partial R_\rho} \left| \chi_{i}^{(S_1)} \right\rangle_R - \left\langle \chi_{k}^{(S_0)} \right| \sum_{\rho=1}^{3N} \frac{1}{2M_\rho} \left\langle \Phi_{S_1} \right| \frac{\partial^2}{\partial R_\rho^2} \left| \Phi_{S_0} \right\rangle_R \left\langle \chi_{i}^{(S_1)} \right|_R (25)
$$

The second-derivative coupling terms given in Eq. (23) are often neglected. It is important to note, however, that the molecular Hamiltonian is no longer Hermitian without these terms.
and hermiticity has to be enforced by construction.\textsuperscript{119} Furthermore, the potential influence of second-order nonadiabatic couplings and diagonal Born-Oppenheimer corrections on nonadiabatic dynamics has recently been highlighted.\textsuperscript{62,115,120-123}

The physical interpretation of the first-order term, $D_{il}^{ui}$, is that changes in the nuclear coordinates induce coupling between electronic states (because the electronic states change character as the nuclei move). In the diabatic representation, these terms vanish and the coupling is instead described by the off-diagonal elements of the electronic Hamiltonian. However, both descriptions are interchangeable. An advantage of the adiabatic representation is its uniqueness, being determined by the solution of the electronic Schrödinger equation alone. In contrast, diabatic representations are normally not unique and usually require global information about the potential energy surfaces that can be difficult to reconcile with “on-the-fly” treatments. In the context of surface hopping, a “locally diabatic” compromise between the two representations has been proposed.\textsuperscript{124-125} This locally diabatic representation might also prove useful in other nonadiabatic dynamics methods, but this has not yet been explored.
If the basis set is large enough and all matrix elements are computed exactly, FMS provides an exact solution to the molecular time-dependent Schrödinger equation. The exactness of the dynamics in the limit of a complete basis set does not depend on the equations of motion used for the basis functions (and even a fixed set of basis functions would lead to the exact answer). However, the choice of equations of motion for the basis functions is expected to influence convergence substantially.

4.2 Adapting the size of the basis using the spawning algorithm

In FMS, the initial wavefunction at time $t=0$ is prepared as a linear combination of $N_{ini}$ coupled TBFs, called initial parent TBFs (see Figure 3). To better understand how FMS adapts the basis set, it is useful to rewrite the FMS Born-Huang representation of Eq.(17) to make the initial number of parent TBFs explicit.\cite{126}
Figure 3. Coupling pattern between parent TBFs and their respective children without (a) and within (b) the independent first generation approximation. The grey dashed horizontal lines represent the couplings between different TBFs that are included in the calculation.

\[
\Psi(r, R, t) = \sum_{\beta} \Psi_{\beta}^J(r, R, t)
\]

\[
= \sum_{\beta} \sum_{J} \sum_{l} C_{ij}^{(J)}(t) \chi_{ij}^{(l)}(R, \bar{R}_{ij}^{(J)}(t), \bar{P}_{ij}^{(J)}(t), \bar{F}_{ij}^{(J)}(t), \alpha) \Phi_{ij}^{\beta}(r, R)
\]

This equation highlights the fact that all initial parent TBFs are coupled to each other from the very beginning of the FMS dynamics, and they are also all coupled to any additional TBFs.
created during the simulation (see Figure 3a). For example, if a simulation starts at time \( t=0 \) in the \( S_1 \) electronic state with ten parent TBFs, Eq. (26) will read

\[
\Psi(r, R, t_0) = \sum_{\beta=1}^{10} C_{1,1\beta}^{S_1}(t_0) \chi_{1\beta}^{S_1}(r; R; \beta; \alpha) \right|_{\beta} \Phi_{S_1}^{\beta}(r; R) \tag{27}
\]

While this notation may appear cumbersome, it helps distinguish between the original \( N_{ini} \) parent TBF and their respective child TBFs, labeled as \( i=\{1,\ldots,N_J^\beta(t)\} \). The value of each complex amplitude is obtained by projection on the desired (exact) initial wavefunction (or the best available approximation) at time \( t=0 \):

\[
C_{1,1\beta}^{(t)}(t=0) = \sum_{\beta=1}^{N_{ini}} \left( S_{ij} \right)_{1,1\beta}^{\beta} \chi_{1\beta}^{(t=0)} \right|_{\beta} \Omega_{j}^{exact}(t=0) \right|_{R} \tag{28}
\]

The natural question at this stage is when and how should the basis set be adaptively expanded? From the initial conditions provided by Eq. (27), it is clear that the description of nonadiabatic events requires the creation of TBFs in different electronic states. Hence, the spawning algorithm should generate new TBFs whenever an existing TBF approaches a nonadiabatic coupling region.

The spawning algorithm – in its most common implementation\(^{127} \) (see Sec. 4.2 for additional details) – works as follows (Figure 4): at every time step, each TBF of a FMS run monitors the strength of the nonadiabatic coupling between its assigned electronic state (the “running state”) and any other electronic state considered in the dynamics (an energy threshold can be set to prevent the calculations of nonadiabatic coupling vectors for states that are energetically distant from the running state). In the adiabatic representation, the most common metric for the coupling strength between a TBF on state \( I \) at position \( \tilde{R}_i \) and the electronic state \( J \) is simply
\[ \Lambda_{ij}^{\text{eff}}(\bar{R}_i) = |d_{ij}(\bar{R}_i)\cdot \bar{R}_i| \]  

(29)

\[ \Lambda_{ij}^{\text{eff}}(\bar{R}_i) = \left| d_{ij}(\bar{R}_i) \cdot \bar{R}_i \right| \]  

(30)

Figure 4. Schematic representation of the simplest spawning algorithm in FMS.

i.e., the norm of the nonadiabatic coupling vector. Another commonly employed criterion accounts for the projection of the nonadiabatic coupling vectors on the TBF classical velocities

\[ \Lambda_{ij}^{\text{eff}}(\bar{R}_i) = |d_{ij}(\bar{R}_i)\cdot \bar{R}_i| \]  

(30)
The latter choice is a closer approximant of the off-diagonal matrix element that governs the propensity for nonadiabatic transitions, à la Landau-Zener,\textsuperscript{128-130} and thus one might expect it to be preferred. However, it is also more oscillatory than the choice in Eq. (29), which can be numerically cumbersome. Both choices have been used successfully and we do not distinguish between them in what follows. If a TBF reaches a region where $\Lambda_{\text{ef}}$ exceeds a predefined threshold, the entire FMS propagation is frozen and the TBF enters a “Spawning mode” (middle panel in Figure 4); this time in the dynamics is called the “entry time” ($t_{\text{entry}}$). When the dynamics is in spawning mode, the propagation of the complex amplitudes is suspended (dotted lines for the TBF in Figure 4), and only the spawning parent TBF continues its classical propagation, which is being used at this stage as a probe for nonadiabaticity. The TBF monitors the strength of $\Lambda_{\text{ef}}$ as it propagates from $t_{\text{entry}}$ and stops when $\Lambda_{\text{ef}}$ reaches a maximum.\textsuperscript{131} At this time, called the spawning time $t_{\text{spawn}}$, a new TBF is spawned on the coupled state if and only if: (1) energy conservation can be ensured – the kinetic energy should be sufficient to balance a gain of potential energy\textsuperscript{113,132-134} – and (2) the newly created TBF (child TBF) has sufficient overlap with the parent TBF.\textsuperscript{135} If the spawn is successful, the child TBF inherits all the properties of its parent TBF, except for a rescaled momentum ($p$-jump) and a complex coefficient set to zero. At this point, the child TBF needs to be back-propagated in time from $t_{\text{spawn}}$ to $t_{\text{entry}}$, as it evolves on a different electronic state. Once the back-propagation is complete, the dynamics leaves the “spawning mode” and the integration of the complex amplitudes can resume. The equations of motion now include the additional complex amplitude for the child TBF, having a value of zero at $t_{\text{entry}}$, and the corresponding coupling and overlap terms.
We note that “frustrated spawns” can take place when a child TBF should be created in a classically forbidden region with respect to the parent TBF, i.e., a region where the classical kinetic energy of the parent TBF is not enough to compensate for the change of potential energy associated with the creation of a child TBF on an upper electronic state. Normally, these are handled by steepest descent minimization until the potential energy decreases sufficiently to allow TBF placement.\textsuperscript{127,132} In this sense, spawning can involve both position and momentum jumps of the child TBF relative to its parent TBF. In any case, it is important to realize that frustrated spawns do not affect detailed balance in FMS – as frustrated hops do in TSH\textsuperscript{88,136-138} – because the evolution of the complex amplitudes in FMS follows the time-dependent Schrödinger equation.\textsuperscript{132}

4.3. Ab Initio Multiple Spawning

FMS is well suited to “on the fly” evaluation of the potential energy surfaces and nonadiabatic couplings since it is based on trajectories. However, there are two central approximations that are employed to transform FMS into Ab Initio Multiple Spawning (AIMS).

The critical bottleneck that hampers the use of FMS for molecules without pretabulated potential energy surfaces is the evaluation of the integrals that form the Hamiltonian matrix in Eq. (21). Calculating the terms containing the electronic energy and the nonadiabatic coupling vectors implies integration over the entire nuclear configuration space. Hence, numerically exact matrix elements can only be obtained if the potential energy surfaces and nonadiabatic couplings are known over all the space covered by the nuclear coordinates of interest.
Figure 5. Definition of the centroid between two TBFs, used to calculate integrals in the saddle point approximation.

However, the TBFs are spatially localized, and this localization can be exploited to approximate the required integrals. The product of any two TBFs will itself be another Gaussian basis function, located at a centroid position between the two TBFs. This is shown schematically in Figure 5. One can then Taylor expand the electronic energy and/or nonadiabatic coupling about this centroid and evaluate the resulting integral analytically.\(^{113,127,139-140}\) As an example, we consider the expansion of the intrastate coupling term – containing the electronic energy – between two TBFs \(k\) and \(i\) with centroid position \(\overline{R}_{ki}^{(II)} = \frac{\overline{R}_{k}^{(I)} + \overline{R}_{i}^{(I)}}{2}\), i.e., at the maximum of the product \((\chi_k^{(I)})^* \chi_i^{(I)}\):

\[
E_I(R) = E_I(\overline{R}_{ki}^{(II)}) + \sum_{\rho} \left( \overline{R}_{\rho,ki}^{(II)} - \overline{R}_{\rho,ki}^{(II)} \right) \frac{\partial E_I(R)}{\partial R_{\rho}} \bigg|_{\overline{R}_{\rho} = \overline{R}_{\rho,ki}^{(II)}} \\
+ \frac{1}{2} \sum_{\rho,\rho'} \left( \overline{R}_{\rho,\rho'}^{(II)} \right) \frac{\partial^2 E_I(R)}{\partial R_{\rho} \partial R_{\rho'}} \bigg|_{\overline{R}_{\rho} = \overline{R}_{\rho,ki}^{(II)}, \overline{R}_{\rho'} = \overline{R}_{\rho',ki}^{(II)}} (R_{\rho'} - \overline{R}_{\rho',ki}^{(II)}) + \ldots
\]

Upon inserting this expansion into the corresponding Hamiltonian integral, we obtain
\[ \langle \chi_k^{(I)} | E_I | \chi_i^{(I)} \rangle_R = E_I \left( R_{ki}^{(II)} \right) \langle \chi_k^{(I)} | \chi_i^{(I)} \rangle_R + \sum_{\rho} \frac{\partial E_I(R)}{\partial R_{\rho}} \left. \right|_{R_{\rho} = R_{\rho,ki}^{(II)}} \langle \chi_k^{(I)} \left| \left( R_{\rho} - R_{\rho,ki}^{(II)} \right) \right| \chi_i^{(I)} \rangle_R + \frac{1}{2} \sum_{\rho, \rho'} \frac{\partial^2 E_I(R)}{\partial R_{\rho} \partial R_{\rho'}} \left. \right|_{R_{\rho} = R_{\rho,ki}^{(II)}, R_{\rho'} = R_{\rho',ki}^{(II)}} \langle \chi_k^{(I)} \left| \left( R_{\rho} - R_{\rho,ki}^{(II)} \right) \left( R_{\rho'} - R_{\rho',ki}^{(II)} \right) \right| \chi_i^{(I)} \rangle_R + \ldots \] 

(32)

Hence, the Hamiltonian matrix element has been expressed as a product of analytically soluble integrals (moments of Gaussian functions) multiplied by electronic structure contributions evaluated at the centroid.\(^{141}\) This type of expansion has been commonly used in combination with Gaussian basis sets. In AIMS, the Taylor series is often truncated after zeroth order, all second-order nonadiabatic coupling terms are neglected, and Eq. (21) is therefore approximated as:

\[ H_{ki}^{II} = \langle \chi_k^{(J)} \left| \hat{T}_{\text{mac}} \right| \chi_i^{(I)} \rangle_R \delta_{JI} + E_I \left( R_{ki}^{(II)} \right) \langle \chi_k^{(J)} | \chi_i^{(I)} \rangle_R \delta_{JI} - \frac{3N}{M} \sum_{\rho} \frac{\partial}{\partial R_{\rho}} \langle \chi_k^{(J)} | \chi_i^{(I)} \rangle_R \left( \Phi_I \right) \left( \frac{\partial}{\partial R_{\rho}} \right) \left( \Phi_I \right) \left. \right|_{R_{\rho} = R_{\rho,ki}^{(II)}} + \ldots \] 

(33)

This appears to require \( N_{\text{TBF}} \times \left( N_{\text{TBF}} + 1 \right) / 2 \) electronic structure calculations, i.e., at the position of each TBF and the centroids for each pair of TBFs.\(^{127}\) However, this is a gross overestimate because the overlap (and higher moment) integrals decay quickly with distance between TBFs. Thus, one only needs to calculate electronic energies and/or nonadiabatic couplings for pairs of TBFs that are close to each other and the effective computational effort is normally nearly linear in \( N_{\text{TBF}} \). This “zeroth-order saddle point” approximation facilitates an “on-the-fly” solution of the FMS equations of motion, where any electronic structure information is computed as needed at each integration time step. Higher order saddle point approximations are also possible, by also calculating first and/or second derivatives of the electronic energies and/or nonadiabatic coupling matrix elements.\(^{142}\) However, this has rarely been pursued because of the considerable expense.
associated with derivatives of the nonadiabatic coupling matrix elements or second derivatives of the electronic energy. A promising alternative that has been recently suggested uses Gaussian process regression to calculate these matrix elements.\(^{140}\)

If one is interested in the excited-state dynamics of a rather high-dimensional molecular system, another simplification of the FMS equations of motion is useful. At time \(t = 0\), all \(N_{ini}\) initial parent TBFs are coupled together and reproduce the molecular wavefunction – see Eq. (26) and Figure 3a. Instead of considering that all parent TBFs are coupled from time \(t = 0\), we can invoke the independent first generation approximation. The initial nuclear wavepacket will usually spread rapidly in phase space at the beginning of the dynamics, implying that the initially coupled TBFs will soon become uncoupled and evolve independently. To a good approximation, we can therefore consider that they are, from time \(t = 0\), uncoupled (Figure 3b). Hence, each parent TBF is sampled – positions and momenta from a Wigner distribution, amplitude set to 1 for the initial state – and run independently (compare upper and lower panels in Figure 3). In other words, we consider that the evolution of complex amplitudes is not coupled if they belong to a different parent \(\beta\) (\(S_{k\beta;i\beta}^{IJ} \approx S_{k\beta}^{IJ} \delta_{\beta\beta}^{I} \) and \(H_{k\beta;i\beta}^{IJ} \approx H_{k\beta}^{IJ} \delta_{\beta\beta}^{I}, \forall I, J\)).\(^{113,126}\)

In summary, when the saddle-point approximation of zeroth-order is used to approximate the Hamiltonian matrix elements, and the independent first generation uncouples the initial TBFs, FMS becomes fully compatible with on-the-fly nonadiabatic dynamics and is usually called Ab Initio Multiple Spawning (Figure 6).\(^{112-113,133,143}\)
4.3.1 Links between TSH and AIMS

In the previous section, we mentioned the IFG approximation, which implies that TBFs originating from different initial conditions are considered as independent during the nuclear dynamics, while those originating from the same initial condition remain fully coupled. Trajectory Surface Hopping\textsuperscript{9,12-13} (TSH) can be seen as a method pushing the IFG a step further by invoking the so-called independent trajectory approximation (ITA). TSH uses a swarm of totally \textit{independent} classical trajectories, each carrying a set of amplitudes, to represent the dynamics of a nuclear wavepacket. The spawning of additional trajectories is replaced by surface hops (Figure 1), meaning that the electronic state driving the classical nuclear dynamics of a given trajectory can change if a nonadiabatic region is encountered. Such hops are mediated by a stochastic algorithm, based on hopping probabilities expressed in terms of TSH complex amplitudes for each independent trajectory [$\alpha$]. Therefore, the complex amplitudes in TSH

\textbf{Figure 6.} Schematic representation of an AIMS run, where an initial TBF on $S_1$ spawns two new TBFs on $S_0$. 
evolve coherently along a single trajectory, whose driving electronic state can change along the dynamics.

Despite the fact that it requires the same electronic structure properties as AIMS (electronic energies, forces on the nuclei, nonadiabatic coupling vectors), the TSH algorithm is simplified by the ITA. An important difference is that TSH only needs electronic calculations at the nuclear configuration of the classical trajectory at time \( t \), \( \mathbf{R}^{[\alpha]}(t) \). In AIMS the couplings between the different TBFs arising from a given initial condition necessitate additional electronic energies and nonadiabatic couplings calculations at the position of centroids, as described before. To better illustrate the differences between the equations of motion for the amplitudes of the two methods, let us consider the illustrative example of a molecular system with two electronic states, \( I \) and \( J \), at a given time \( t \). The TSH equations of motion for the complex amplitudes along a trajectory \([\alpha]\) read

\[
\begin{pmatrix}
    \dot{c}^I_{[\alpha]}(t) \\
    \dot{c}^J_{[\alpha]}(t)
\end{pmatrix} = -i
\begin{pmatrix}
    H^I_{[\alpha]} & H^I_{[\alpha]} \\
    H^J_{[\alpha]} & H^J_{[\alpha]}
\end{pmatrix}
\begin{pmatrix}
    c^I_{[\alpha]}(t) \\
    c^J_{[\alpha]}(t)
\end{pmatrix}
\]

\( (34) \)

where \( H^I_{[\alpha]} = E_I(\mathbf{R}^{[\alpha]}(t)) \) and \( H^J_{[\alpha]} = -i\mathbf{d}_\mu(\mathbf{R}^{[\alpha]}(t)) \cdot \mathbf{R}^{[\alpha]}(t) \).

In AIMS, within the IFG approximation and considering a case where three TBFs evolve on state \( I \) and two on state \( J \), we have
The system of coupled AIMS equations grows each time a new TBF is spawned. These two equations highlight the different treatment of the amplitudes in the single-trajectory picture of TSH and in the correlated-TBFs propagation of AIMS. By virtue of the ITA, no intra- or interstate interactions between trajectories are accounted for in TSH. As a direct consequence, the interstate couplings are strictly evaluated at the molecular configuration of trajectory $[\alpha l]$ at time $t$, as given by the term $H_{[\alpha l]}^{ij}$, neglecting any form of decoherence of the nuclear wavepackets (Figure 7b). As mentioned before, decoherence is the Achilles' heel for surface hopping\textsuperscript{144} if no ad hoc corrections are added to the amplitudes propagation\textsuperscript{93,97,100,145-146} In AIMS, even if the IFG is applied, the TBFs resulting from a given initial conditions remain potentially coupled via the intra- or interstate terms, $H_{kl}^{jj}$ or $H_{kl}^{ij}$ (Figure 7a) The TBFs can therefore visit different regions of the molecular configuration space, resulting in an improved description of the separation of nuclear wavepackets in different electronic states.
5. Other flavors of quantum dynamics with Gaussian functions

FMS and AIMS portray the quantum dynamics of nuclear wavepackets by using an adaptive number of coupled Gaussian functions, whose centers and momenta are classically propagated. This results in a separation between the formal propagation of the grid elements (the classically-evolved Gaussian TBFs) and their associated coefficients (complex amplitudes evolved through the Schrödinger equation). The complex coefficients, as well as the time-dependent phases, do not affect the classical propagation of the TBFs, while the positions and momenta of the TBFs do determine the electronic structure quantities sampled for the integration of the Schrödinger equation.

In the following, we will discuss alternative techniques that differ from the AIMS in the way they treat the dynamics of the basis functions, and the entanglement between the basis functions and the complex coefficients. This section will mostly focus on ab initio techniques, i.e., those that are compatible with on-the-fly dynamics.
5.1 Multiconfigurational Ehrenfest method

The Multiconfigurational Ehrenfest (MCE) technique proposes to represent the total molecular wavefunction as a combination of Ehrenfest wavefunctions. As discussed in Sec. 2.1, Ehrenfest dynamics emerges from a classical limit of the TDSCF equations, which represents the total molecular wavefunction as the simple product of a time-dependent electronic and nuclear wavefunction. As a result, the MCE molecular wavefunction reads

$$\Psi(r, R, t) = \sum_{\beta} C_{\beta}(t) \psi^{Ehr}_{\beta}(r, R, t)$$

$$= \sum_{\beta} C_{\beta}(t) \chi_{\beta}(R; \mathbf{R}_{\beta}(t), \mathbf{P}_{\beta}(t), \mathbf{P}_{\beta}(t), \mathbf{C}) \Phi^{i}_{\beta}(r; R, t)$$

i.e., the total molecular wavefunction is given by a combination of Ehrenfest-like molecular wavefunctions (note that the Gaussian functions do not carry an electronic state label because each one is associated with a distinct coherent superposition of electronic states). Eq. (36) corresponds to the MCE molecular wavefunction presented in Ref. 44, which differs slightly from the one given in the original MCE paper43 and leads to coupling between the trajectories. For the simple case of a two electronic state problem, the time-dependent electronic wavefunction becomes

$$\Phi^{i}_{\beta}(r; R, t) = c_{\beta}^{(1)}(t) \Phi^{(1)}_{\beta}(r; R) + c_{\beta}^{(2)}(t) \Phi^{(2)}_{\beta}(r; R).$$

Hence, a given Gaussian function $\beta$ in the Ehrenfest wavefunction may (and often will) correspond to more than one electronic state. This is a major difference from FMS or AIMS, in which a TBF is assigned to a single electronic state. While a single element of the summation in Eq. (36) would suffer from the mean-field approximation inherent to Ehrenfest dynamics, the multiconfiguration representation allows one to target, in principle, an exact solution of the time-dependent Schrödinger equation.
Eq. (36) will give rise to equations of motion for the Gaussian function parameters, the $N_{ini}$ Ehrenfest configuration amplitudes $\left\{ C_{\beta}(t) \right\}_{\beta=1}^{N_w}$, and the electronic coefficients $\left\{ C_{\beta}^{(J)}(t) \right\}_{J=1}^{N_e}$ (one set for each Ehrenfest configuration, considering $N_e$ electronic states). One central difference between MCE and FMS is the way the Gaussian functions evolve in time. In MCE, the dynamics follows Ehrenfest trajectories. In regions with strong nonadiabaticity, an Ehrenfest trajectory follows an average potential energy surface, given by a linear combination of the adiabatic PESs weighted by the electronic coefficients (Figure 8). In comparison, the classical propagation in FMS/AIMS is purely adiabatic (Figure 6). It is unclear which equations of motion are more accurate and this will likely depend on both the particular system and the time scale of the nonadiabatic interaction. Another technical yet practically important difference between the two techniques is that MCE does not use an adaptive basis set, i.e., all the basis functions required at time $t$ need to be present at time $t=0$. As the basis functions in MCE evolve according to Ehrenfest dynamics, their spread is expected to be slower, and basis functions will remain coupled longer than with classical trajectories (as in FMS and AIMS). On the other hand, the mean-field potential generated in Ehrenfest dynamics might artificially trap trajectories and prevent a uniform sampling of the phase space visited by the true nuclear wavepacket. To remedy these issues, the Ab Initio Multiple Cloning\textsuperscript{148-149} (AIMC), approach was proposed, combining features of MCE and AIMS. In AIMC, the basis functions are propagated along Ehrenfest trajectories, but a cloning process – similar to spawning – projects basis functions that are evolving on mean-field surfaces onto adiabatic electronic states, without altering the underlying nuclear wavepacket. As in spawning, the cloning procedure only alters the computational representation of the wavefunction and does not alter the wavefunction itself. The
AIMC and AIMS methods should both converge to the same result given sufficient basis functions. Indeed, this was demonstrated for the excited state population after photoexcitation of ethylene.\(^\text{148}\) It remains an open question as to which of AIMS and AIMC converges more quickly. AIMC was also recently extended to the treatment of tunneling effects,\(^\text{150}\) analogous to the procedure used to treat tunneling in AIMS.\(^\text{151}\)

![Figure 8. Schematic representation of a MCE run. A swarm of Gaussian functions follow mean-field (Ehrenfest) trajectories.](image)

### 5.2 Variational Multiconfigurational Gaussians – vMCG

FMS and AIMS propagate Gaussian basis functions classically, while MCE employs Ehrenfest forces, which might better represent the short-time dynamics of nuclear wavepackets. Is there a way to define optimal trajectories for the basis functions, in the sense that would represent the optimal support for nuclear wavepackets at any time? The quantum equilibrium hypothesis\(^\text{152}\) indicates that a ensemble of trajectories, initially represented according to
\[ |\Omega(R,t)|^2 \], will remain \[ |\Omega(R,t)|^2 \]-distributed at any later time \( t \) if the ensemble follows quantum trajectories, whose driving equation for nuclei \( \gamma \) is given by

\[
\frac{dR_\gamma(t)}{dt} = \frac{1}{M_\gamma} \left[ \frac{\Omega(R,t)}{\Omega(R,t)} \nabla_\gamma \Omega(R,t) \right]_{R=R(t)} = \left[ \frac{J_\gamma(R,t)}{|\Omega(R,t)|^2} \right]_{R=R(t)}
\] (37)

Eq. (37) expresses a nuclear velocity vector field from the nuclear current density (or quantum flux) \( J(R,t) \) divided by the nuclear probability density \( |\Omega(R,t)|^2 \). An alternative way to define the optimal trajectories for a Gaussian basis set is to determine equations of motion for all the time-dependent parameters through the Dirac-Frenkel variational principle. Rooted in the MCTDH formalism, G-MCTDH proposes to replace some single-particle functions by Gaussian functions. An In the limit where all SPF are replaced by Gaussian functions, the method is called variational Multi-Configurational Gaussian (vMCG), which is our focus in this section.  

5.2.1 Adiabatic dynamics within vMCG

Let us consider the general case of a nuclear wavefunction represented by \( N_b \) Gaussian functions (considering no correlation in the width matrix):

\[
\Omega(R,t) = \sum_{i=1}^{N_b} C_i(t) \tilde{\chi}_i(R,t)
\]

\[
= \sum_{i=1}^{N_b} C_i(t) \exp \left[ \sum_{\rho} \zeta_{ip}(t) R_\rho^2 + \xi_{ip}(t) R_\rho + \eta_i(t) \right]
\] (38)

Eq. (38) exploits the notation for Gaussian functions used in the vMCG literature. The form of Gaussian functions given in Eq. (38) corresponds to the definition given in Eq. (13) by using the following correspondences: \( \zeta_{ip}(t) = -\alpha_{ip}(t) \), \( \xi_{ip}(t) = 2\alpha_{ip}(t) R_\rho + i\bar{P}_{ip}(t) \), and
\[ \eta_i(t) = \sum_{\rho}^{3N} \left( -\alpha_{i\rho}(t) \vec{R}_{i\rho}(t) - i \vec{\Pi}_{i\rho}(t) \vec{R}_{i\rho}(t) \right) + i \vec{\gamma}_i(t). \] These three parameters are grouped into a vector \( \Lambda_i(t) = \{ \xi_i(t), \xi_i(t), \eta_i(t) \} \).

If one uses Eq. (38) within the Dirac-Frenkel variational principle

\[
\left\langle \delta \Omega \left( \hat{H} - i \frac{\partial}{\partial t} \right) \right\rangle_{\Omega} = 0 \tag{39}
\]

we can extract equations for the propagation of \( \{ C_i(t) \}_{i=1}^{N_b} \) and \( \{ \Lambda_i(t) \}_{i=1}^{N_b} \). The form of the equations of motion for the complex amplitudes is similar to Eq. (10). The fundamental difference between vMCG and FMS/AIMS/MCE occurs in the time-evolution equations for Gaussian parameters:

\[ i \dot{\Lambda} = \Lambda^{-1} Y \tag{40} \]

Elements of the matrix \( \Lambda \) and of the vector \( Y \) are given by

\[ A_{k\sigma,i\sigma'} = C_k^*(t) C_i(t) \left( S^{(\sigma \sigma')}_{k\sigma} - \left[ S^{(\sigma 0)} S^{-1} S^{(0 \sigma')} \right]_{k\sigma} \right) \]

\[ Y_{i\sigma} = \sum_{k=1}^{N_p} C_k^*(t) C_i(t) \left( H_{k\sigma}^{(\sigma 0)} - \left[ S^{(\sigma 0)} S^{-1} H \right]_{k\sigma} \right) \tag{42} \]

where \( S^{(\sigma \sigma')}_{k\sigma} = \frac{\partial \hat{\chi}_k}{\partial \lambda_{k\sigma}} \frac{\partial \hat{\chi}_k}{\partial \lambda_{k\sigma'}} \), \( \delta^{(\sigma 0)} = \frac{\partial \hat{\chi}_i}{\partial \lambda_{k\sigma}} \hat{\chi}_i \), \( H_{k\sigma}^{(\sigma 0)} = \frac{\partial \hat{\chi}_k}{\partial \lambda_{k\sigma}} \hat{H} \hat{\chi}_i \), and \( \lambda_{k\sigma} \) designates the \( \sigma \)-element of the \( \Lambda_k \) matrix. Hence, the variational character of vMCG leads to highly coupled equations for the Gaussian parameters (Figure 9), far from the simple classical or Ehrenfest propagation proposed by FMS/AIMS or MCE. Additional mathematical manipulations can be performed on Eq. (40) to reach a “CX” formalism, which presents numerical advantages and highlights the classical and non-classical parts of the equations of motion. The overall quantum propagation of Gaussian parameters leads to an improved distribution of the basis.
functions, potentially covering a broader region of phase space than would be possible with the same number of classical trajectories. In addition, the non-classical propagation allows the basis functions to tunnel through barriers. We note that the width can be propagated using the time-dependent variational principle, but the dynamics can become numerically unstable and often frozen widths are used for vMCG simulations (which does not compromise the variational nature of the method).\textsuperscript{42,103}

**Figure 9.** Schematic representation of a vMCG nonadiabatic dynamics in the single-set formalism. Blurred lines and arrows symbolize the coupling between the Gaussian functions and the resulting non-classical trajectories.

In Direct-Dynamics vMCG (DD-vMCG),\textsuperscript{4,81,155-157} the quantum dynamics is performed on-the-fly by computing electronic structure quantities as needed at each time step. The Hamiltonian matrix elements are computed in a local harmonic approximation (LHA), which differs from the SPA discussed before by the fact that the Taylor expansion is performed around the center of the Gaussian function.\textsuperscript{140} Using the LHA implies the expensive calculation of Hessians, in addition to energies and gradients.
5.2.2 Nonadiabatic dynamics within vMCG

Two different ways to extend vMCG to nonadiabatic dynamics have been proposed. In the multi-set formalism, the total molecular wavefunction is expanded as in FMS, by using a linear combination of Gaussian functions to describe nuclear amplitudes on each electronic state,

\[ \Psi(r, R, t) = \sum_{i}^{\infty} \sum_{J}^{N_{e}} C_{i}^{(J)}(t) \tilde{\chi}_{i}^{(J)}(R, t) \Phi_{J}(r, R) \]  \hspace{1cm} (43)

In this formalism, each (variationally-propagated) Gaussian function evolves on a given electronic state. In contrast, the single-set formalism employs a common set of Gaussian functions for all the electronic states, i.e., the molecular wavefunction is represented by

\[ \Psi(r, R, t) = \sum_{J}^{\infty} \sum_{i}^{N_{b}} C_{i}^{(J)}(t) \tilde{\chi}_{i}(R, t) \Phi_{J}(r, R) \]  \hspace{1cm} (44)

Hence, the single-set formalism assumes that the nuclear wavefunctions for all different electronic states can be represented with a common set of \( N_{b} \) Gaussian functions, leading to a substantial reduction of the computational cost for direct dynamics by decreasing the number of Gaussian functions considered for a DD-vMCG run. Inserting Eq. (43) or Eq. (44) in the TDSE leads to equations of motion for the set of complex coefficients similar to those in FMS, with more complicated expressions for the overlap time-derivative matrix elements. Interestingly, it was shown that the single-set formalism leads to Ehrenfest dynamics upon applying a single configuration condition and a classical limit for the Gaussian basis function.

6. Dissection of an Ab Initio Multiple Spawning Dynamics Simulation

The overall target of any ab initio nonadiabatic molecular dynamics is the in silico simulation of a complete photochemical or photophysical experiment. Before detailing how AIMS can be
used in this context, let us first start by summarizing the important steps of a typical photochemical experiment (Figure 10), highlighting the critical steps that we will need to address in an *in silico* experiment.

![Figure 10](image-url)

**Figure 10.** Different steps of an *in silico* photochemical experiment. A molecule in a given initial state (1) is photoexcited (2) and transferred to an excited electronic state (3), from which it relaxes nonadiabatically (4) until reaching either the ground electronic state or a low-lying excited state (5) from which radiative process could take place.

A molecular system is initially in its ground electronic state (step 1 in Figure 10). In a fully quantum picture at 0K, the molecule may furthermore be considered in its ground vibrational eigenstate. We can now imagine an external perturbation (step 2 in Figure 10). For the case of interest here – namely electronic photoexcitation – we consider that a UV/Vis laser pulse impinges on the molecule. The intensity and length of the laser pulse will obviously be key parameters to determine the photoexcitation process; these questions will be treated in the following. Upon light absorption, the molecule is excited into one of its electronic states based
on selection rules. In cases where an ultrashort laser pulse is used, the original ground vibrational eigenstate is projected onto a new electronic state. As the nuclear wavefunction is no longer a vibrational eigenstate of the excited electronic state – but rather a linear combination of vibrational eigenstates on this new electronic state, i.e. a nuclear wavepacket – it will evolve in time. This time-dependent relaxation of the nuclear wavepacket is precisely the point of interest for all the previously described methods. Its accurate description, beyond the Born-Oppenheimer approximation and possibly also beyond the non-relativistic limit (when spin-orbit coupling is considered), is step 4 in Figure 10. The nuclear wavepacket will likely reach regions where electronic states come close in energy, points where nuclear motion triggers coupling between electronic states and eventually leads to a splitting of the nuclear wavepacket into different components (in a Born-Huang picture, see Sec. 2.1). These nonradiative processes are fast, typically in the femto- to picosecond regime, and provide us with the timescale for in silico nonadiabatic simulations (step 5 in Figure 10). At later time, fluorescence or phosphorescence processes can take place, if part of the nuclear wavepacket remains on an excited electronic state.

This Section will discuss how the different steps described above can be translated into an in silico photochemical experiment. More specifically, we will present some additional features of the overall theory of AIMS described in the previous sections, and highlight recent developments aiming at extending AIMS dynamics to a wide variety of photochemical processes.

6.1 Initial Conditions

Often the desired initial state is either the molecule in its ground vibrational state or at a specified temperature. In AIMS, the TBFs follow classical trajectories and thus rapid convergence depends on a good choice of initial conditions (positions and momenta of the
TBFs). The essential issue is that there must be TBFs in regions of phase space that can represent the evolving nuclear wavefunction. In order to ensure that this is the case at time $t=0$, we sample the initial nuclear momenta and positions from a phase-space distribution corresponding to the desired initial quantum state. When the molecule is in its ground vibrational state, this implies sampling the positions and momenta for the initial TBFs from a Wigner distribution for the molecule in $v=0$, referred to as $\Omega_0$. The Wigner distribution is a phase space distribution corresponding to a desired wavefunction:

$$W(R,P) = \frac{1}{(2\pi)^{3N}} \int ds \exp(iP \cdot s)[\Omega_{s_0,v_0}(R - s/2)\Omega^*_{s_0,v_0}(R + s/2)]$$  \hspace{1cm} (45)$$

where $\Omega_{s_0,v_0}$ represents the ground-vibrational and -electronic nuclear wavefunction for the system with $3N$ dimensions, and $s$ is a displacement vector. In short, the Wigner function is a pseudo phase-space distribution, which provides the position (momentum) distribution upon integration over momentum (position).

However, a numerically exact quantum description of the nuclear degrees of freedom is only possible for low-dimensional (or reduced-dimensional) systems. Hence, $\Omega_{s_0,v_0}(R)$ is in principle not available for most molecular applications, and the initial conditions need to be sampled from an approximate distribution. One way of extracting initial conditions – nuclear positions and momenta – is to sample them from a thermal distribution, for example by running a long ab initio molecular dynamics in the ground electronic state at a given temperature. While this protocol is easy to set up for molecules, one drawback is that the internal energy distribution for dynamics at 300K is too narrow with respect to the one expected at the zero-point energy (ZPE) of a molecule. In other words, initial conditions sampled from an ab initio molecular dynamics are
likely to have a too narrow distribution in kinetic and potential energy. When projected onto an excited electronic state, such narrow distribution might alter the outcome of the simulation.\textsuperscript{160}

One way to approximate a quantum distribution consists in approximating the Wigner distribution in Eq.\textsuperscript{(45)} by representing $\Omega_{\mathbf{S}_0\mathbf{v}_0}(\mathbf{R})$ as a product of uncoupled harmonic oscillator (UHO) eigenstates.\textsuperscript{161} In other words, one can approximate the ground vibrational eigenstate of a molecule as the one for a combination of uncoupled oscillators, whose frequencies correspond to the molecular normal modes. In this case, an analytical solution exists for the Wigner distribution, which – in a normal mode representation – becomes\textsuperscript{160-164}

$$W(\mathbf{R},\mathbf{P}) \approx \tilde{W}_{UHO}(\mathbf{R},\mathbf{P}) = \frac{1}{(\pi)^{3N-6}} \prod_{\rho} \exp \left(-\frac{R_{\rho}^2}{2\sigma_{R\rho}^2} \right) \exp \left(-\frac{P_{\rho}^2}{2\sigma_{P\rho}^2} \right)$$  \hspace{1cm} (46)

where $\sigma_{R\rho}^2 = \frac{1}{2\mu_\rho \omega_\rho}$ and $\sigma_{P\rho}^2 = \frac{\mu_\rho \omega_\rho}{2}$, i.e., nuclear positions and momenta are sampled independently. Generating Eq. (46) is therefore straightforward, as it only requires an equilibrium molecular geometry in the ground-electronic state and its corresponding normal mode analysis: frequency $\omega$ and reduced mass $\mu$ for each normal mode $\rho$. Initial positions and momenta can then be randomly sampled from Eq. (46), where $R_\rho = 0$ at the equilibrium geometry. This Wigner sampling can also be used to generate photoabsorption cross-sections.\textsuperscript{165-166}

Strong approximations are nevertheless encoded in Eq. (46) when used for molecules. First, we employ a harmonic approximation for all modes, neglecting any anharmonicities – which is likely to be problematic for low-frequency modes for example.\textsuperscript{167} Another critical problem is zero-point energy (ZPE) leakage: sampling initial conditions from Eq. (46) does generate a distribution whose average classical energy approaches the $\nu = 0$ energy of the quantum system,
but classical degrees of freedom can freely transfer this energy among each other, while such transfer is obviously regulated in quantum mechanics. Hence, energy from a given mode can be transferred to other modes, which leads to an imbalance considering that at least an amount equal to the ZPE should remain in any modes quantum mechanically. An extensive discussion on the sampling of initial conditions for nonadiabatic dynamics can be found in Ref. 103. We finally note that employing the Wigner distribution obtained from classical adiabatic switching\textsuperscript{168-169} would allow one to remove the uncoupled and harmonic approximations in the aforementioned sampling.

It is finally important to note that proper sampling of initial conditions is even more critical for methods like MCE and vMCG, which do not use an adaptive basis set and therefore keep the number of basis functions constant during the dynamics. Hence, the choice of the number of TBFs at time $t=0$ as well as their initial placement is critical to ensure that the TBFs provide proper support for the nuclear wavepackets at later times. For more details, the reader is referred to Ref. 118, which discusses sampling in the context of MCE.

Having discussed the choice of initial $\mathbf{R}$ and $\mathbf{P}$ for the TBFs, one still needs to specify their Gaussian widths. A general protocol was recently proposed\textsuperscript{170} to determine the frozen widths from simple frequency calculations in the ground electronic state. The protocol was tested for different molecules and the typical width obtained for a given atom is quite insensitive to the chemical environment. Furthermore, the resulting electronic population dynamics was found to be quite insensitive to the choice of widths, within the variability observed due to different bonding environments. Thus, standard values\textsuperscript{170} for the widths depending only on atomic number can be used.
6.2 Excitation process

Once the initial conditions are selected, it remains to define how to account for the interaction with an external field triggering the electronic excitation. An obvious solution is to include the external field explicitly in the AIMS simulation (XFAIMS – eXternal Field AIMS),\textsuperscript{171} which allows one to start the dynamics in the ground electronic state and explicitly simulate the photoexcitation process. This approach has also been explored for other trajectory-based nonadiabatic methods.\textsuperscript{172-181} The light/matter interaction term, in the dipole approximation, can easily be included in the Hamiltonian matrix and the spawning algorithm modified accordingly. The influence of laser pulse characteristics – such as intensity, carrier-envelope phase (CEP), or duration – on the excitation process can also be studied in detail.

Nevertheless, first-order perturbation theory provides a justification for a rather simpler protocol to simulate photoexcitation.\textsuperscript{103-104} Let us approximate a molecular system originally in its ground-electronic and vibrational state by \( \Omega_{S_0,v_0}(R) = \Omega_{S_0,v_0}^{(0)}(R) \), and apply an external time-dependent electric field \( E(t) \), which will couple to the molecule through its transition dipole moment with an excited state \( S_1 \), \( \mu_{S_1,S_0}(R) \) (we consider the field aligned with the transition dipole moment for simplicity). The first-order correction to the nuclear wavefunction only contains a contribution for the excited state part and reads

\[
\Omega_{S_1}^{(1)}(R,t) = \frac{1}{i} \int_0^t dt' \exp\left(-i\hat{H}_{S_1} (t-t')\right)\left(-\mu_{S_1,S_0}(R)E(t')\right)\exp\left(-i\hat{H}_{S_0} t\right)\Omega_{S_0,v_0}(R) \\
= -\frac{1}{i} \int_0^t dt' E(t')\exp\left(-i\hat{H}_{S_1} (t-t')\right)\left(\mu_{S_1,S_0}(R)\right)\Omega_{S_0,v_0}(R) \\
\tag{47}
\]

We therefore have the physical interpretation that upon excitation an initial state is given by \( \mu_{S_1,S_0}(R)\Omega_{S_0,v_0}(R) \). If in addition one considers a sudden laser pulse, \( E(t') = \delta(t'-t_1) \), we obtain
\[ \Omega^{(1)}_{S_1}(\mathbf{R},t) = \frac{1}{i} \exp(-iE_{S_1} t_1) \exp\left(-i\hat{H}_{S_1}(t-t_1)\right) \left(\mu_{S_S_{S_0}}(\mathbf{R})\Omega_{S_0}(\mathbf{R})\right) \]  

which describes the generation and evolution of the initial state, given by \( \mu_{S_S_{S_0}}(\mathbf{R})\Omega_{S_0}(\mathbf{R}) \), on the excited electronic state \( S_1 \).

This description of photoexcitation by a short laser pulse implies that we can describe the initial nuclear wavepacket in the excited state as the ground-state eigenstate multiplied by the corresponding transition dipole moment. The Condon approximation proposes that the latter can be considered as a constant in the Franck-Condon region, i.e., \( \mu_{S_S_{S_0}}(\mathbf{R}) = \mu_{S_S_{S_0}} \). Hence, a good approximation to this initial state would be to generate a given quantum distribution for the ground state (see previous Section) and to simply promote it to the desired excited state. This process is actually the most commonly employed in trajectory-based and trajectory-guided simulations. Alterations of this protocol are possible if the nuclear wavepacket is initially distributed among more than one excited electronic state after the pulse. We note that Heller used this sudden generation of a nuclear wavepacket onto a given electronic state as a way to compute vibrationally-resolved electronic absorption spectra, obtained from the Fourier transform of the autocorrelation function of the time-dependent nuclear wavepacket with itself at time \( t=0 \).\(^{182}\)

### 6.3 Electronic structure methods for excited electronic states

We give in this section a brief discussion related to electronic structure calculations. Until now, we have indeed always considered that electronic structure quantities like electronic energies, nuclear forces, or nonadiabatic coupling vectors were provided. In AIMS, all these quantities will be computed on-the-fly for each TBF – for their classical propagation, to monitor potential new spawning events, and for the Hamiltonian matrix – but also at the centroid positions.
between TBFs – to couple TBFs through the Hamiltonian matrix. We here summarize the range of electronic structure methods that were interfaced with AIMS.

Key to all on-the-fly nonadiabatic methods is determining the best compromise between the accuracy of the electronic structure method and its computational efficiency. The level of electronic structure theory should be sufficient to capture the different features of all involved electronic states not only in the Franck-Condon region, but also over a large range of the configuration space visited by the nuclear wavepackets. At the same time, the computational cost should be minimized as much as possible to allow for simulation of realistic molecules over timescales ranging from tens to thousands of femtoseconds.

Numerous excited-state dynamics were carried out with multiconfigurational methods like state-averaged complete active space self-consistent field (SA-CASSCF). While it largely neglects dynamic correlation for practically-accessible active spaces, SA-CASSCF often provides a qualitatively correct picture of excited-states topology and their crossings and led to numerous successful simulations when combined with AIMS, DD-vMCG, or MCE. Achieving accurate results with SA-CASSCF depends on judicious choice of the active space (number of orbitals and number of electrons) as well as the number of electronic states included in the averaging procedure. Previous AIMS simulations invariably determined these parameters by validation with more accurate methods capable of describing dynamic correlation, and thus the results are often much more reliable than might otherwise be expected from CASSCF with standard choices of active space. Such validation would also benefit other nonadiabatic dynamics methods using SA-CASSCF or other necessarily approximate electronic structure methods.
Multi-state complete active space perturbation of second order (MS-CASPT2)\textsuperscript{199} includes dynamic correlation effects through perturbation theory in a multistate approach. Its computational cost precluded its use in early nonadiabatic dynamics simulations. However, numerous applications of AIMS/MS-CASPT have now been reported,\textsuperscript{200-206} aided by the development of schemes to obtain analytic gradients\textsuperscript{207} and nonadiabatic coupling vectors.\textsuperscript{203,208} Recent work shows the direct effect of dynamic correlation on AIMS dynamics for a model of retinal, trans-PSB3.\textsuperscript{202} An alternative to MS-CASPT2 is Multi-Reference Configuration Interaction (MRCI), which also benefits from efficient implementations of analytical gradients and nonadiabatic coupling vectors.\textsuperscript{209-210} MRCIS and MRCISD have been extensively used in combination with trajectory surface hopping\textsuperscript{102,211-212} and with AIMS dynamics,\textsuperscript{46,143,213-214} but its computational cost limits the size of the molecules that can be simulated. The extended multi-state complete active space second-order perturbation theory (XMS-CASPT2),\textsuperscript{215-216} which offers a more robust description of conical intersections than MS-CASPT2,\textsuperscript{217} has recently been used in combination with TSH.\textsuperscript{218}

Reparametrized semiempirical methods have enabled highly efficient AIMS simulations for large molecules and condensed phases.\textsuperscript{219-220} Linear-response time-dependent density functional theory (LR-TDDFT)\textsuperscript{221-224} also offers an interesting compromise between efficiency and accuracy for excited-state dynamics.\textsuperscript{11,101,225} However, its practical approximations can lead to severe deficiencies when describing charge-transfer or doubly-excited states, as well as conical intersections between the ground and first-excited electronic states.\textsuperscript{224,226-228}

AIMS has been interfaced with different electronic structure codes like Columbus,\textsuperscript{229} GAMESS,\textsuperscript{230} Molpro,\textsuperscript{127} Mopac,\textsuperscript{231} and TeraChem.\textsuperscript{232-235} A significant advance towards improving both accuracy and efficiency in excited-state dynamics has recently been obtained by
redesigning the algorithms behind excited state electronic structure methods as LR-TDDFT,\textsuperscript{236} CASCI,\textsuperscript{237} SA-CASSCF,\textsuperscript{238-239} and FOMO-CASCI\textsuperscript{240-241} for use with graphical processing units (GPUs).\textsuperscript{232-235} The first GPU-accelerated AIMS dynamics were recently reported using SA-CASSCF\textsuperscript{185} and LR-TDDFT.\textsuperscript{242}

6.4 Nonadiabatic Dynamics

Once the initial conditions have been generated and the electronic structure method selected, Ab Initio Multiple Spawning dynamics \textit{per se} can be initiated. Within the IFG (Sec. 4.3), each parent TBF is run independently. Hence, a typical AIMS run starts with one TBF in the selected excited electronic state, with nuclear positions and momenta sampled from the appropriate Wigner distribution on the ground state. Electronic structure quantities will be computed on-the-fly. At this early stage where only one TBF is present, electronic energies are used in the equation of motion for the complex coefficients, Eq.\textsuperscript{(18)} within the saddle-point approximation described in Sec. 4.3, and for the corresponding phase, while nuclear gradients are required for the classical propagation of the TBF. Nonadiabatic coupling vectors at the TBF center are also computed to monitor the value of $\Lambda^{\text{ef}}$ and to detect potential spawning regions.

Once a nonadiabatic region is detected, the spawning mode described in Sec. 4.2 is activated, potentially resulting in the generation of a new TBF in the coupled electronic state. The dynamics becomes more involved, as two TBFs have to be propagated classically, and coupled through Eq.\textsuperscript{(18)}, which is now composed of $(2 \times 2)$ matrices. Off-diagonal elements of the Hamiltonian matrix are evaluated within the saddle-point approximation (Sec. 4.3), which implies additional electronic structure calculations for the nonadiabatic coupling vectors at the centroid position (if the two TBFs are on different electronic states). Electronic phase is
monitored – through overlap of the electronic wavefunction at the previous and current time step – and propagated along each TBF and ensure a proper description of interference effects.

The spawning mode described in Sec. 4.2 is the simplest possible and prevents overly rapid growth of the number of TBFs. Alternative spawning modes have been proposed, including a version where TBFs are not only created at the maximum of the function \( \Lambda_{\text{eff}} \), but also at the entry point and once the maximum of couplings is passed (this last region is defined by an additional exit threshold). Three TBFs would therefore be created for a single entrance in the spawning mode, leading to an improved description of the nonadiabatic transfer of amplitudes, at a clear increase in computational cost. The spawning mode is primarily an algorithm to ensure proper generation of additional TBFs – the overall amplitude transfer is dictated by the TDSE. This is in contrast to surface hopping, where the hopping algorithm must accurately encode the physics of the nonadiabatic transitions including not only where the hops occur but also how often. Because of this, many optimizations can be envisaged to maximize the efficiency and accuracy of TBF creation in spawning, while there is less opportunity for such enhancements in surface hopping. The optimal spawning method was introduced as an algorithm ensuring a compromise between the best position and the best momentum for the newly created TBF. In optimal spawning, the position and momentum of the new TBF are varied to maximize the overlap between the parent and child TBFs and to minimize their energy difference, hence eliminating any predefined conditions for the generation of the child TBF. We finish this paragraph on a numerical detail regarding the number of TBFs in the simulation. Let us consider an AIMS run where several TBFs are evolving on the same electronic state. As the classical propagation of each TBF is performed independently from all other TBFs, nothing prevents them from strongly overlapping. However, large overlaps between different TBFs in the
same electronic state will lead to linear dependencies in the overlap matrix $S$, eventually causing numerical instabilities as the propagation of the complex coefficients in AIMS requires\textsuperscript{244} the calculation of $S^{-1}$ (see Eq. (18)).\textsuperscript{245-246} AIMS employs a simple regularization to circumvent this issue,\textsuperscript{109,112} but more involved techniques have been proposed in the broader context of quantum dynamics with Gaussian functions.\textsuperscript{139,247-248}

While the coupling between TBFs as described in AIMS and FMS formally allows for the description of quantum tunneling, the practical use of classical trajectories to propagate the TBFs intrinsically limits them to exploration of classically-allowed regions of phase space. Gaussian functions propagated within the vMCG method can, on the other hand, reach non-classical regions thanks to the quantum propagation of the Gaussian parameters.\textsuperscript{107,249} The spawning idea, nevertheless, offers ways to describe tunneling effects in FMS and AIMS by adding a same-state spawning criterion.\textsuperscript{113,151} A similar strategy as the one described in Sec. 4.2 for nonadiabatic events can be applied (Figure 11): detection of the need for basis set expansion in case of tunneling events and generation of initial conditions for the newly spawned TBF, using a simple protocol that takes advantage of the local nature of the TBFs. The detection of tunneling events is based on the idea of labeling tunneling particles, as well as acceptor and donor sites where the tunneling particle might be attached. The same-state spawning algorithm detects potential tunneling events whenever the distance between a tunneling particle and its donor exceed a given threshold (Figure 11a). At this stage, all the potential acceptor particles are detected, and a set of structures with the tunneling particle placed close to each acceptor particle is generated and minimized. A tunneling vector – connecting the original TBF to the minimized structure – is defined for each structure whose energy is lower than the energy of the current TBF. The original TBF is then propagated classically and monitored, for each minimum. If during this
classical propagation, a geometry is encountered where the tunneling particle is closer to the new minimum than to the original one, the minimum is discarded as it implies that a classical path is possible. On the other hand, if a turning point along the tunneling vector is found, the TBF is shifted along this vector until the next classical region is found (Figure 11b). Backpropagation is then performed from this current time back to the time when the spawning mode was entered (Figure 11c). A given number of new TBFs will be spawned with zero population during this.

Figure 11. Schematic representation of the intrastate spawning algorithm accounting for tunneling effects. a) A TBF reaches a region where the distance between donor (D) and acceptor (A) is lower than a given threshold, triggering the spawning mode. If tunneling is detected, the TBF evolves until reaching a classical turning point along the tunneling direction. Then a new TBF with zero amplitude is spawned along the tunneling direction on the other side of the barrier. c) Backpropagation is performed for both the parent and the child TBF. A number of new children TBFs are spawned during the backpropagation step to ensure adequate support for the tunneling process. The multiple spawning dynamics can then restart, including all the newly created TBFs.
backpropagation (Figure 11c), and their initial momenta and coordinates are determined from a backpropagated trajectory originating from the point where the new classically allowed region was located. Once the backpropagation done, the FMS/AIMS run can proceed with the addition of the new TBFs.

Photogenerated electron transfer or long-range energy transfer processes have been extensively investigated due to their importance for solar-energy harvesting devices. However, the underlying photophysical mechanisms are challenging due to the potentially weak diabatic coupling between the electronic states describing the energy or electron transfer, leading to the presence of *trivially unavoided crossings* (TUCs). TUCs can be thought of as conical intersections, for which one of the coordinates in the branching plane only very weakly lifts the degeneracy due to a (nearly or exactly) vanishing diabatic coupling between the electronic states. This implies that TUCs appear in the adiabatic representation as $3N-7$ dimensional seams of intersection (in contrast, conical intersections form $3N-8$ dimensional seams), exhibiting extremely large and extremely localized nonadiabatic couplings (Figure 12).
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**Figure 12.** A. Dynamics around a conical intersection, where diabatic transfer (1) or adiabatic passage (2) of the nuclear wavepacket are both possible. B. In the case of a TUC, only the purely diabatic transfer (3) is possible because the coupling term is exactly zero or negligible. Reproduced with permission from Ref. 254. Copyright 2015, Elsevier.

A nuclear wavepacket reaching a TUC region will be entirely transferred to the coupled adiabatic state, preserving its diabatic character. This phenomenon is especially surprising when
it leads to significant nonadiabatic transitions from a lower electronic state to an upper electronic state and has been called “upfunnelling” or “diabatic trapping” in these cases.\textsuperscript{46,255-258} Certain nonadiabatic molecular dynamics methods can miss those localized regions for numerical reasons, and one way to monitor the presence of TUCs is by looking for abrupt changes in the electronic wavefunction of the running state – \textit{via} wavefunction overlap at different time steps – testing for a rapid change of the corresponding electronic character.\textsuperscript{127,259-260} Based on those considerations and the development of a norm-preserving interpolation strategy for the calculation of time-derivative couplings,\textsuperscript{261} AIMS was adapted to efficiently detect and properly describe TUCs.\textsuperscript{254}

Until now, we have only discussed \textit{internal conversion} processes, which are nonradiative transitions between electronic states sharing the same spin-multiplicity. Different nonadiabatic methods like TSH\textsuperscript{167,176-177,262-265} or MCTDH\textsuperscript{266} were extended to include \textit{intersystem crossing} events, i.e., transitions that involve spin changes mediated by spin-orbit coupling.\textsuperscript{267} A recent extension of AIMS, termed \textit{generalized AIMS (GAIMS)},\textsuperscript{268} uses TBFs that encode, in addition to an electronic state, a given spin state and projection (depicted in Figure 13 by different line style for the TBF evolving on the triplet state $T_n$).
Figure 13. Schematic representation of GAiMS. An initial singlet TBF (gray) is evolving on $S_m$ and will spawn new TBFs on $S_0$ (black) – internal conversion – and on the triplet state $T_n$ (blue) as a result of spin-orbit coupling – intersystem crossing. The superimposed Gaussian shapes on the triplet TBF (blue) represents the different sublevels ($m_s$ values) of the triplet state. Reproduced with permission from Ref. 268. Copyright 2013, AIP Publishing.

The coupling pattern between TBFs is more complex due to the addition of spin-orbit coupling and the appearance of spin sublevels for each electronic state, but the formalism is easily extended to accommodate spin variables. The spawning algorithm is simply modified by monitoring an effective diabatic coupling between states of different spin multiplicity, containing spin-orbit coupling.

We have so far made no mention of the molecular environment, i.e. whether the chromophore was in isolation, surrounded by solvent, or embedded in a protein matrix. The challenge of describing the environment of an excited molecule has stimulated the development of various techniques, from implicit solvent models adapted to the calculation of electronically excited states$^{269-272}$ to explicit solvent methods, ranging from a purely classical description (QM/MM) to more accurate models like polarizable force fields, effective fragment potentials,$^{273}$ fragment molecular orbitals,$^{274}$ or embedding strategies.$^{275-277}$ The QM/MM technique is by far
the most common way of explicitly including the effect of neighboring molecules in the excited state of a molecule,278-283 and has been implemented within different nonadiabatic dynamics schemes.220,231,284-286 While a purely classical QM/MM description with the usual fixed-charge empirical force fields offers a cost-effective way of coupling the molecule of interest to its environment, it neglects the role of rapid electronic polarization of the solvent in response to changes in the electronic character of the photoexcited molecule. Techniques such as polarizable force fields287 include a description of these effects, at a larger computational cost. AIMS dynamics can easily be combined with QM/MM to account for the role of solvent or protein environment.127,220,231,288-290 All atoms in the simulation take part in the TBFs, and spawning results in new TBFs with a quantum mechanical description encompassing the entire solute/solvent system. In other words, despite the classical treatment of the environment from an electronic perspective, the AIMS nuclear dynamics treats all nuclei quantum mechanically. Hence, AIMS with QM/MM accounts for the effect of the environment on the coherence/decoherence of the nuclear wavepackets on different electronic states.

6.5 Convergence and analysis of results

The AIMS dynamics resulting from a given parent TBF is often denoted as an “AIMS run.” Within the IFG approximation, one should average over many such runs to obtain converged results. The convergence of the results for any given observable can be determined by statistical analyses, analogous to standard ones used for classical trajectories. In low-dimensional model systems, convergence of the population dynamics with FMS has been demonstrated112,243 after a few tens of initial conditions, i.e. “AIMS runs.”
The analysis of a set of AIMS runs is somewhat more involved than methods based on classical trajectories such as surface hopping. In TSH, each trajectory has an equivalent weight in the simulation and all inter-trajectory coupling is neglected. Thus, the value of any observable is obtained by simple unweighted averaging of the observable over all trajectories. In FMS and AIMS, one needs to consider all coupled TBFs together and different TBFs will usually have different weights. For a general operator \( \hat{O} \), the FMS time-dependent expectation value based on Eq. (26) reads

\[
O(t) = \frac{\langle \Psi(t) | \hat{O} | \Psi(t) \rangle_{R,r}}{\langle \Psi(t) | \Psi(t) \rangle_{R,r}} = \sum_{N_{\text{ini}}}^{N_{\text{ini}}} \sum_{jH}^{N_{\text{ini}}} \sum_{ij}^{N_{\text{ini}}} \left( C_{j,\beta}^{(j)}(t) \right)^* C_{j,\beta}^{(j)}(t) \langle \Phi_{\beta}^{(j)} \chi_{j,\beta}^{(j)}(t) | \hat{O} | \chi_{j,\beta}^{(j)}(t) \Phi_{\beta}^{(j)} \rangle_{R,r} \tag{49}
\]

Within the IFG, where the different initial conditions are uncoupled, Eq. (49) becomes

\[
O(t) \approx \frac{1}{N_{\text{ini}}} \sum_{\beta}^{N_{\text{ini}}} \sum_{jH}^{N_{\text{ini}}} \sum_{ij}^{N_{\text{ini}}} \left( C_{j,\beta}^{(j)}(t) \right)^* C_{j,\beta}^{(j)}(t) \langle \Phi_{\beta}^{(j)} \chi_{j,\beta}^{(j)}(t) | \hat{O} | \chi_{j,\beta}^{(j)}(t) \Phi_{\beta}^{(j)} \rangle_{R,r} \tag{50}
\]

For a given AIMS run \( \beta \), the population in electronic state \( I \), \( \hat{O} \equiv \hat{P}_{\beta} = \langle \Phi_{\beta}^{(j)} | \Phi_{\beta}^{(j)} \rangle \), is therefore

\[
P_{\beta}^{(j)} (t) = \sum_{jk} \sum_{jk} \left( C_{j,\beta}^{(j)}(t) \right)^* C_{j,\beta}^{(j)}(t) \langle \Phi_{\beta}^{(j)} \chi_{j,\beta}^{(j)}(t) | \hat{O} | \chi_{j,\beta}^{(j)}(t) \Phi_{\beta}^{(j)} \rangle_{R,r} = \sum_{ij} \left( C_{j,\beta}^{(j)}(t) \right)^* C_{j,\beta}^{(j)}(t) \langle \chi_{j,\beta}^{(j)}(t) | \chi_{j,\beta}^{(j)}(t) \rangle_{R} \tag{51}
\]

where we neglect the denominator since the wavefunction is normalized and this normalization is preserved by FMS and AIMS. After averaging over all the initial conditions, we obtain
\[ P(t) = \frac{1}{N_{ni}} \sum_{\beta} \sum_{\lambda} \sum_{ij} (C_{ij}^{(I)}(t))^\ast C_{ij}^{(I)}(t) S_{ij\lambda}^{\mu}(t) \] (52)

More care is required for operators that depend explicitly on the nuclear positions. As an example, we consider the case of the dipole moment operator \( \hat{O} = \sum_{\alpha} Z_{\alpha} \hat{\mathbf{R}}_{\alpha} - \sum_{\lambda} \hat{\mathbf{r}}_{\lambda} = \hat{\mu}_N - \hat{\mu}_e \)

which (within the IFG) becomes

\[
\mu(t) = \frac{1}{N_{ni}} \sum_{\beta} \sum_{\lambda} \sum_{ij} (C_{ij}^{(I)}(t))^\ast C_{ij}^{(I)}(t) \left[ \langle \chi_{ij}^{(j)}(t) | \hat{\mu}_N | \chi_{ij}^{(j)}(t) \rangle_{R} \delta_{IJ} - \langle \chi_{ij}^{(j)}(t) | \mu^{(j)}_{ij} | \chi_{ij}^{(j)}(t) \rangle_{R} \right] \] (53)

where \( \mu^{(j)}_{ij}(R) = \langle \Phi_{ij}^{(j)} | \hat{\mu}_e | \Phi_{ij}^{(j)} \rangle_{R} \) is the electronic (transition) dipole moment and exhibits a nuclear dependence through the parametric \( R \) dependence of the electronic wavefunctions. Therefore, while the first integral in the square bracket of Eq. (53) can be evaluated analytically, the integral depending on the electronic (transition) dipole moment requires knowledge of this electronic quantity over the entire nuclear configuration space. The saddle-point approximation can be used here, resulting in the final equation

\[
\mu(t) = \frac{1}{N_{ni}} \sum_{\beta} \sum_{\lambda} \sum_{ij} (C_{ij}^{(I)}(t))^\ast C_{ij}^{(I)}(t) \left[ \langle \chi_{ij}^{(j)}(t) | \hat{\mu}_N | \chi_{ij}^{(j)}(t) \rangle_{R} \delta_{IJ} - \mu^{(j)}_{ij}(R) S_{ij\lambda}^{\mu}(t) \right] \] (54)

which requires calculations of additional quantities (dipole moments) at the centroid positions between each pair of TBFs. Many of these will not need to be evaluated because the overlap integral is small when the TBFs are far from each other.

We denote the analysis in Eq. (49) as a fully coherent analysis because it includes all the phase relationships and interferences between pairs of TBFs included in the FMS or AIMS dynamics. Within the IFG, interferences between TBFs resulting from different initial parent TBFs are neglected and this should also be reflected in the subsequent analysis. This leads to
Eq. (50) which neglects off-diagonal matrix elements corresponding to TBFs that belong to different parent initial conditions. In many cases, the overlap between TBFs decays rapidly, even for TBFs originating from the same initial condition. When the overlap between TBFs is very small, a fully incoherent analysis can be a good approximation to Eq. (49), considering only diagonal terms, i.e.,

\[
O(t) = \frac{1}{N_{\text{init}}} \sum_{\beta} \left[ \sum_{I} \sum_{j} \left| C_{j\beta}^{(I)}(t) \right|^2 \left\langle \Phi_{\beta}^{(I)}(t) \right| \chi_{j\beta}^{(I)}(t) \left| \Phi_{\beta}^{(I)} \right\rangle_{R} \right] \sum_{I} \sum_{j} \left| C_{j\beta}^{(I)}(t) \right|^2
\]

(55)

In this case, one should always include the normalization factor in the denominator because the dynamics always includes explicit calculation of the TBF overlap arising from the nonorthogonality of the Gaussians. Therefore, it is

\[
\sum_{I} \sum_{j} \left| C_{j\beta}^{(I)}(t) \right|^2 = N_{\text{init}}
\]

which is guaranteed by the dynamics, and \( \sum_{I} \sum_{j} \left| C_{j\beta}^{(I)}(t) \right|^2 \) can deviate from unity. We note that the expression

\[
n_{j\beta}^{(I)}(t) = \sum_{I} \text{Re} \left( \left( C_{j\beta}^{(I)} \right)^* S_{j\beta\beta} \right) \]

is often called the “TBF population,” reducing to

\[
n_{j\beta}^{(I)}(t) = \left| C_{j\beta}^{(I)}(t) \right|^2
\]

when all inter-TBF overlaps are negligible.

The rapid decay of the overlap between TBFs – implying that their interference is no longer important – can be exploited and used to define a “death process” for the TBFs in an AIMS run. Whenever groups of TBFs (or single TBFs) become uncoupled, their dynamics could be carried out independently with no ill effects. Therefore, we can stochastically select one of these groups to carry on the dynamics. Upon averaging many such cases, the overall dynamics will be
equivalent to a traditional AIMS run. This stochastic selection AIMS (SSAIMS) substantially limits the number of TBFs propagated during an AIMS run, while preserving an accurate description of nonadiabatic transfer (as TBFs in those regions are by definition strongly coupled).

7. Selected applications of Ab Initio Nonadiabatic Quantum Molecular Dynamics

We now turn to selected applications of AIMS, AI-MCE, and (DD-)vMCG to molecular photochemistry and photophysics. These examples aim at showcasing the descriptive – and in some cases demonstrably predictive – power of current ab initio nonadiabatic quantum molecular dynamics techniques.

7.1 Ab Initio Multiple Spawning

AIMS has been applied to the photochemistry of a large number of molecules, as testified by Table 1. Ethylene (C₂H₄) constitutes a typical example of the accuracy achieved by AIMS, not only to describe the nonadiabatic molecular quantum dynamics of this molecule, but also to reproduce and predict experimental observables. The excited-state dynamics of this prototypical molecule for double bond isomerization has been studied by a range of methods. When combined with MS-CASPT2, AIMS offers unprecedented accuracy to describe the excited-state dynamics and the lifetime of ethylene upon photoexcitation to its ππ⁺ electronic state. Direct comparison with experimental observables has been achieved by predicting a femtosecond time-resolved photoelectron spectrum from AIMS dynamics, which was in excellent agreement with the measured total ion yield from a VUV/VUV pump-probe experiment. Not only did AIMS/MS-CASPT2 reproduce experimental observables, but it also
shed light on long-standing discrepancies between theory and experiment about ethylene excited-state lifetime. Indeed, excited-state dynamics simulations have predicted a lifetime ranging from 89 to 180 fs for the S₁ electronic state of ethylene, whereas experimental measurements indicate a faster relaxation of 50 fs or less. Calculations of the total ion yield based on MS-CASPT2/AIMS, however, revealed that the photoexcited ethylene visits regions of the S₁ configuration space where the experimental 7.7 eV probe pulse was insufficiently energetic to induce ionization. Therefore, experimental lifetimes based on the decay of the measured photoion yield could not be directly related to the actual population decay from S₁ but instead provided a lower bound. AIMS was also used to predict a time-dependent photoelectron kinetic energy distribution (right panel of Figure 14). The corresponding experiment was performed several years later (left panel of Figure 14), and largely reproduced the predicted ultrafast decrease of the photoelectron kinetic energy (PKE) spectra predicted by AIMS.

Table 1. Summary of AIMS Calculations Reported in the Literature.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Electronic Structure Method</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azobenzene</td>
<td>SA-CASSCF</td>
<td>[298]</td>
</tr>
<tr>
<td>Bridged azobenzene</td>
<td>Semiempirical method</td>
<td>[219]</td>
</tr>
<tr>
<td></td>
<td>SA-CASSCF</td>
<td>[299]</td>
</tr>
<tr>
<td>trans-p-coumaric acid chromophore</td>
<td>SA-CASSCF</td>
<td>[256]</td>
</tr>
<tr>
<td></td>
<td>SA-CASSCF + point charge</td>
<td>[300]</td>
</tr>
<tr>
<td>Malonaldehyde</td>
<td>SA-CASSCF</td>
<td>[196,301]</td>
</tr>
<tr>
<td>propanal cation</td>
<td>SA-CASSCF</td>
<td>[302-303]</td>
</tr>
<tr>
<td>uracil and thymine</td>
<td>SA-CASSCF</td>
<td>[197]</td>
</tr>
<tr>
<td>methyl salicylate</td>
<td>CASPT2</td>
<td>[200]</td>
</tr>
<tr>
<td>α-hydroxybenzaldehyde</td>
<td>SA-CASSCF</td>
<td>[304]</td>
</tr>
<tr>
<td>cytosine</td>
<td>SA-CASSCF</td>
<td>[305]</td>
</tr>
<tr>
<td>butadiene</td>
<td>SA-CASSCF</td>
<td>[198]</td>
</tr>
<tr>
<td>benzene</td>
<td>SA-CASSCF</td>
<td>[306]</td>
</tr>
<tr>
<td>trans-azomethane</td>
<td>SA-CASSCF</td>
<td>[230]</td>
</tr>
<tr>
<td>polyenes</td>
<td>Multi-state multi-reference CASPT2</td>
<td>[204]</td>
</tr>
<tr>
<td>hexamethylocyclopentadiene</td>
<td>Multi-state multi-reference CASPT2</td>
<td>[307]</td>
</tr>
<tr>
<td>ethylene</td>
<td>Multi-reference CI</td>
<td>[213,308]</td>
</tr>
<tr>
<td></td>
<td>HF-OA-CASSCF</td>
<td>[143]</td>
</tr>
<tr>
<td>System</td>
<td>Method</td>
<td>References</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>----------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>ethylene cation</td>
<td>SA-CASSCF</td>
<td>[127]</td>
</tr>
<tr>
<td>tetramethylethylene</td>
<td>QM/MM. QM= SA-CASSCF</td>
<td>[127,288]</td>
</tr>
<tr>
<td></td>
<td>MS-CASPT2</td>
<td>[201,203,205-206]</td>
</tr>
<tr>
<td></td>
<td>MR-FOCI</td>
<td>[309]</td>
</tr>
<tr>
<td></td>
<td>SA-CASSCF</td>
<td>[310]</td>
</tr>
<tr>
<td></td>
<td>SA-CASSCF (QM/MM)</td>
<td>[288]</td>
</tr>
<tr>
<td>cyclobutene</td>
<td>HF-OA-CAS</td>
<td>[143]</td>
</tr>
<tr>
<td>Sodium iodide</td>
<td>Localized-MO/GVB</td>
<td>[45]</td>
</tr>
<tr>
<td>Li(2p)+H₂</td>
<td>Multi-reference CI</td>
<td>[46]</td>
</tr>
<tr>
<td>p-hydroxybenzylidene acetone</td>
<td>QM/MM. QM=SA-CASSCF</td>
<td>[220]</td>
</tr>
<tr>
<td>4-hydroxybenzylidene-1,2-dimethylimidazolinone</td>
<td>QM/MM. QM=semiempirical method (QM part comprises the chromophore, 3 amino acids and 8 water molecules.)</td>
<td>[220]</td>
</tr>
<tr>
<td>11-cis retinal protonated Schiff base</td>
<td>QM/MM. QM=semiempirical method</td>
<td>[220]</td>
</tr>
<tr>
<td>all-trans retinal protonated Schiff base</td>
<td>QM/MM. QM=semiempirical method</td>
<td>[289]</td>
</tr>
<tr>
<td>31-atom retinal protonated Schiff base</td>
<td>QM/MM. QM=semiempirical method</td>
<td>[290]</td>
</tr>
<tr>
<td>Retinal model PSB3</td>
<td>MS-CASPT2</td>
<td>[202]</td>
</tr>
<tr>
<td>p-hydroxybenzylidene-imidazolinone</td>
<td>QM/MM. QM=semiempirical method</td>
<td>[231]</td>
</tr>
<tr>
<td></td>
<td>QM/MM. QM=SA-CASSCF</td>
<td>[220]</td>
</tr>
<tr>
<td></td>
<td>SA-CASSCF</td>
<td>[311]</td>
</tr>
<tr>
<td>1,3-cyclohexadiene</td>
<td>SA-CASSCF</td>
<td>[312-313]</td>
</tr>
<tr>
<td>Silicon cluster models</td>
<td>SA-CASSCF</td>
<td>[314-316]</td>
</tr>
<tr>
<td>thioformaldehyde</td>
<td>SA-CASSCF with spin-orbit coupling</td>
<td>[268]</td>
</tr>
<tr>
<td>GeH₂</td>
<td>SA-CASSCF with spin-orbit coupling</td>
<td>[317]</td>
</tr>
<tr>
<td>Provitamin-D</td>
<td>GPU-accelerated SA-CASSCF</td>
<td>[185]</td>
</tr>
<tr>
<td>DMABN</td>
<td>GPU-accelerated LR-TDDFT</td>
<td>[242]</td>
</tr>
<tr>
<td>N₂CO</td>
<td>SA-CASSCF</td>
<td>[318]</td>
</tr>
<tr>
<td>Cyclobutanone</td>
<td>SA-CASSCF</td>
<td>[319]</td>
</tr>
<tr>
<td>Cyclopropenone</td>
<td>SA-CASSCF</td>
<td>[320]</td>
</tr>
<tr>
<td>2-(2’-Hydroxyphenyl)benzothiazole</td>
<td>GPU-accelerated FOMO-CASCI</td>
<td>[321]</td>
</tr>
<tr>
<td>2-(2’-Hydroxy-5’-methylphenyl)benzotriazole</td>
<td>GPU-accelerated FOMO-CASCI</td>
<td>[322]</td>
</tr>
<tr>
<td>H₂CSO sulfine</td>
<td>MS-CASPT2</td>
<td>[323]</td>
</tr>
</tbody>
</table>
Figure 14. Experimental (a) and AIMS-predicted (b) time-resolved photoelectron kinetic energy spectra. The white area in (a) arises because the probe photon energy used in the experiment did not exactly match what was used in the prior AIMS simulations. Reproduced from Kobayashi, T.; Horio, T.; Suzuki, T. Ultrafast Deactivation of the \( \pi\pi^* \) (V) State of Ethylene Studied Using Sub-20 Fs Time-Resolved Photoelectron Imaging. *J. Phys. Chem. A* 2015, 119, 9518-9523. Copyright 2015, American Chemical Society.

Combining AIMS with GPU-accelerated electronic structure calculations paved the way for simulations of excited-state dynamics in large molecular systems. AIMS coupled to GPU-accelerated SA-CASSCF reproduced the experimentally observed biexponential decay of photoexcited provitamin-D\(_3\), a molecule with 51 atoms.\(^{185}\) The experimental timescales were also reproduced and the calculations indicated (in contradiction to previous\(^{324}\) surface hopping simulations based on time-dependent density functional theory) that the biexponential behavior is unconnected with the nature of the photoproduct (ring-closed or ring-opened). Instead, this arises from nonequilibrium relaxation in the first excited state. The fast exponential decay is due to a first encounter of the nuclear wavepacket with the \( S_1/S_0 \) conical intersection immediately after photoexcitation, when the wavepacket is still far from equilibrium. The longer decay takes place after the remaining part of the nuclear wavepacket on \( S_1 \) has relaxed. Subsequent experiments confirmed this explanation.\(^{325}\)
Applications of AIMS are not limited to organic molecules. A series of studies on nonradiative recombination in silicon nanocrystals employed AIMS to simulate the excited-state dynamics of cluster models of characteristic silicon epoxide defects containing up to nine Si atoms.\textsuperscript{314-315} AIMS/SA-CASSCF nonadiabatic dynamics identified fast relaxation mediated by conical intersections between \( S_1 \) and \( S_0 \) (see Figure 15 for \( \text{Si}_8\text{H}_{12}\text{O} \)), hence proposing recombination pathways in the presence of epoxides. Importantly, reaching the conical intersection implies a photochemical ring-opening mechanism, whose mechanism slightly differs between the studied clusters. Such ultrafast decay to the ground state is also predicted for similar silicon nanocrystals with a single surface silanol group.\textsuperscript{316} This work demonstrates that the importance of conical intersections in photochemical dynamics may extend to solid state and surface problems.

![Figure 15. AIMS/SA-CASSCF excited-state dynamics of Si₈H₁₂O. Reproduced with permission from Ref. 314. Copyright 2013, AIP Publishing.](image)

What is the importance of spin-orbit coupling in deactivation processes of organic and inorganic molecules? This question has triggered the extension of a number of theoretical methodologies for excited-state dynamics, including TSH\textsuperscript{176-177,262-265} and AIMS.\textsuperscript{268,317} The
intersystem crossing process between the triplet state $^3B_1$ and the singlet state $^1A_1$ in GeH$_2$ was investigated with AIMS,\textsuperscript{317} and the nonadiabatic dynamics results were compared to statistical nonadiabatic transition state theory. The lifetime of the $^3B_1$ state was found to be shorter with AIMS, an observation explained by the fact that transitions can take place at any point of configuration space in the neighborhood of the intersection seam, while statistical nonadiabatic transition state theory restricts transitions to occur at the minimum energy crossing point.

When combined with a QM/MM formalism, AIMS dynamics can provide information on the role of solvent or counterions in excited-state dynamics. Retinal protonated Schiff base (RPSB) is the active chromophore found in rhodopsin proteins, which convert light energy into mechanical energy through photoisomerization. The photodynamics of RPSB is highly sensitive to the environment of the molecule: while the isomerization of RPSB in methanol takes from 2 to 10 ps, it only requires hundreds of femtoseconds in proteins. Recent work compared AIMS simulations in gas and condensed (using QM/MM) phases for a large analogue of RPSB.\textsuperscript{290} The QM/MM setup comprises the RPSB analogue as well as 85 MM methanol molecules. The electronic structure was treated at the semiempirical FOMO-CASCI level, and 30 (40) initial conditions were used for the gas phase (methanol) simulation, running for up to 10 ps. The $S_1$ population decay predicted by AIMS/MM is an order of magnitude slower than that obtained in gas phase (Figure 16), in agreement with experimental evidence. This tremendous slow-down of the nonradiative deactivation is largely due to electrostatic effects that generate rotational barriers in methanol (effectively a type of solvent friction\textsuperscript{326}). The final distribution of photoproducts is, however, similar in the two sets of simulations. Interestingly, the addition of a counterion in the AIMS/MM simulation does not significantly alter the result, and can be
rationalized by the efficient Coulombic screening provided by the surrounding solvent molecules.

![Figure 16](image.png)

**Figure 16.** $S_1$ population decay of RPSB predicted by AIMS in gas phase (red) and in methanol (blue). Reproduced from Punwong, C.; Owens, J.; Martinez, T. J. Direct QM/MM Excited-State Dynamics of Retinal Protonated Schiff Base in Isolation and Methanol Solution. *J. Phys. Chem. B* **2015**, *119*, 704-714. Copyright 2015, American Chemical Society.

Another retinal model, PSB3, was recently used in a different context: namely to study the role of dynamical correlation effects in excited-state dynamics.\(^\text{202}\) This study compared two sets of gas phase AIMS simulations, one employing SA3-CASSCF(6/6)/6-31G (100 initial conditions) and the other SA3-MS-CASPT2(6/6)/6-31G (46 initial conditions). Optimizations of local minima on $S_1$ and $S_0/S_1$ MECIs with the two electronic structure methods already revealed some major differences that are reflected in the dynamics simulations. While torsion around the central double bond is observed in both cases, the MS-CASPT2 nonadiabatic dynamics through the isomerization MECI proceeds more efficiently, leading to an increased population of the *cis*
ground state (78.5%). This result is in contrast with the almost 1:1 ratio between \textit{cis} and \textit{trans} predicted by the AIMS/SA-CASSCF dynamics.

Besides the description of a molecular environment, AIMS can also incorporate coupling between an external field and a molecule. Using a Floquet formalism (often useful for simulations in the strong-field regime), this extension of AIMS allows the study of light-induced conical intersections\textsuperscript{327-328} that were used to alter the outcome of photoinduced ring-opening in 1,3-cyclohexadiene.\textsuperscript{312-313} The addition of the external field generates a light-induced conical intersection that can intercept the molecule in its $S_1$ state before it reaches the (field-free) conical intersection between $S_1$ and $S_0$. Such early interception of the nuclear wavepacket leads to the formation of cyclohexadiene in the ground state, and therefore lowers the amount of the ring-opened hexatriene photoproduct. The AIMS simulations predict that the maximal impact of this control occurs at 50 fs after photoexcitation, in agreement with the experiment (Figure 17).

![Figure 17](image.png)

**Figure 17.** Comparison between AIMS predicted effect of control pulse on branching ratio (lower panel) for hexatriene (HT) with experimental result (upper panel). Adapted from Kim, J.; Tao, H. L.; White, J. L.; Petrovic, V. S.; Martinez, T. J.; Bucksbaum, P. H. Control of 1,3-Cyclohexadiene Photoisomerization Using Light-Induced Conical Intersections. *J. Phys. Chem. A* \textbf{2012}, \textit{116}, 2758-2763. Copyright 2015, American Chemical Society.
7.2 Ab initio multiconfigurational Ehrenfest and ab initio multiple cloning

Despite their rather recent development, AI-MCE and AIMC have also been applied to a variety of different molecular systems (Table 2). A variant of AI-MCE called MCE-TDDB (multiconfigurational Ehrenfest time-dependent diabatic basis), using a diabatic basis for the matrix elements between Gaussian functions, was used to simulate the dynamics of a chromophore composed of two- and three-ring linear polyphenylene ethynylene units. This type of molecule is a building block of the larger molecular arrangement known as the “nanostar.” The on-the-fly dynamics employed the collective electron oscillator method\(^{329}\) for the required electronic structure quantities, based on the semiempirical method AM1\(^{330}\) and on single excitation configuration interaction (CIS). The results from MCE-TDDB dynamics were compared with similar simulations performed with an equivalent of TSH called NA-ESMD\(^{331-332}\) (100 trajectories) and Ehrenfest dynamics (Figure 18). While the excited state population dynamics generated by MCE-TDDB and Ehrenfest dynamics are in close agreement, the final population in \(S_1\) given by NA-ESMD is either overestimated (classical population) or underestimated (quantum population). The discrepancy between these two variants of NA-ESMD points towards an internal inconsistency,\(^{88,90,93,103}\) potentially due to a decoherence problem. Including decoherence corrections\(^{333}\) in NA-ESMD led to a faster increase of the \(S_1\) quantum population.
Figure 18. a) Nonadiabatic excited-state molecular dynamics (classical population), b) Nonadiabatic excited-state molecular dynamics (quantum population), c) Ehrenfest dynamics, d) multiconfigurational Ehrenfest time-dependent diabatic basis. “Classical population” refers to the proportion of trajectories running in a given electronic state, while “quantum population” refers to the quantum amplitudes attached to each trajectory, averaged for each state over the entire swarm. Reproduced with permission from Ref. 260. Copyright 2016, published by the PCCP Owner Societies.

Table 2. Summary of AI-MCE and AIMC Calculations Reported in the Literature

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Electronic Structure Method</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ethylene</td>
<td>AI-MCE/SA-CASSCF</td>
<td>[147,195]</td>
</tr>
<tr>
<td></td>
<td>AIMC/SA-CASSCF</td>
<td>[148]</td>
</tr>
<tr>
<td>phenylene ethynylene dendrimer</td>
<td>Al-MCE/Collective electron oscillator</td>
<td>[260]</td>
</tr>
<tr>
<td>pyrrole</td>
<td>AI-MCE/SA-CASSCF</td>
<td>[194]</td>
</tr>
<tr>
<td></td>
<td>AIMC/SA-CASSCF</td>
<td>[149]</td>
</tr>
</tbody>
</table>

Total kinetic energy release (TKER) spectra and velocity map imaging (VMI) of pyrrole were also simulated based on AIMC/SA-CASSCF dynamics. Due to the efficiency of AIMC/SA-CASSCF, enough statistics could be obtained to resolve fine details in both quantities. While the major features of the computed TKER spectra match the experimental ones, the use of SA-CASSCF led to a slight blue-shift in the TKER spectra. However, additional MS-CASPT2 calculations indicate that excellent agreement with experiment would be achieved by including
dynamic electron correlation. The AIMC-generated VMI exhibits an isotropic distribution in the low-energy region, and a clear anisotropy in the high-energy region, in agreement with the experimental observations.

### 7.3 DD-vMCG

The seminal article on the vMCG method\textsuperscript{42} applied it to the excited-state dynamics of butatriene cation, both with reduced-dimensionality models and with a full-dimensional direct dynamics simulation. As a first validation of the vMCG method, a comparison between vMCG and full quantum dynamics was presented for a five-dimensional model Hamiltonian. Despite the small number of Gaussian functions (16 functions for each state) employed, vMCG agrees nicely at short time ($< 30$ fs) with the full quantum result when comparing the time-dependence of the reduced density for the lowest state in the simulation, as shown in Figure 19. Dynamics calculations were also carried out with “on the fly” computation of the potential energy surfaces at the CASSCF/3-21G* level of theory (employing a combination of CASSCF far from the coupling region with SA-CASSCF in the coupling region).\textsuperscript{106}
Figure 19. Comparison between full quantum dynamics (left panel) and vMCG (right) for the projection of a nuclear wavepacket on two principal coordinates in the decay of the butatriene cation. Reproduced with permission from Ref. 42. Copyright 2004, The Royal Society of Chemistry.

DD-vMCG has been applied to a number of different molecular systems (Table 3). For example, DD-vMCG was employed to perform an in silico experiment of formaldehyde photodynamics. Initiating the excited-state dynamics from the top of a transition state in S₁, different photodissociation outcomes, i.e., H₂+CO versus H+HCO, were generated by altering the initial momentum of the nuclear wavepacket (Figure 20). The transition state on S₁ lies rather high in energy, but it allows for deactivation through a S₁/S₀ conical intersection.

Table 3. Summary of DD-vMCG Calculations Reported in the Literature

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Electronic Structure Method</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>fulvene</td>
<td>CASSCF</td>
<td>[186,189]</td>
</tr>
<tr>
<td>trimethine cyanine</td>
<td>CASSCF</td>
<td>[154,187]</td>
</tr>
<tr>
<td>formaldehyde</td>
<td>CASSCF</td>
<td>[190,193]</td>
</tr>
<tr>
<td>butatriene cation</td>
<td>CASSCF</td>
<td>[42]</td>
</tr>
<tr>
<td>benzene</td>
<td>CASSCF</td>
<td>[191]</td>
</tr>
<tr>
<td>thymine</td>
<td>CASSCF</td>
<td>[188]</td>
</tr>
<tr>
<td>NOCl</td>
<td>CASSCF</td>
<td>[157]</td>
</tr>
</tbody>
</table>
When the initial momentum is directed along the transition vector pointing towards the reactant (first case in Figure 20), most of the $S_1$ formaldehyde population is reformed, as expected. Starting at the TS with no initial momentum produces more CO+H$_2$ in the ground state. If the initial momentum is directed towards the product, a significant population of CO+H$_2$ on $S_0$ builds up (third case in Figure 20). Finally, adding even more energy in the mode directed towards product eventually leads to an increase of HCO+H on the ground state. The authors proposed that the ratio between CO+H$_2$ and HCO+H depends on a competition between two different momenta: that of the nuclear wavepacket when it arrives in the coupling region, and the momentum acquired by the wavepacket as a result of the nonadiabatic crossing. Hence, this in silico experiment shows how the momentum at the conical intersection can bias the generation of photoproducts.

*Figure 20.* Different distributions of final populations can be obtained by altering the initial geometry and momentum in formaldehyde dynamics. Reproduced from Araujo, M.; Lasorne, B.; Magalhaes, A. L.; Bearpark, M.; Robb, M. A. Controlling Product Selection in the Photodissociation of Formaldehyde: Direct Quantum Dynamics from the S-1 Barrier. *J. Phys. Chem. A* 2010, 114, 12016-12020. Copyright 2010, American Chemical Society.
8. Summary and Outlook

Gaussian-based nonadiabatic quantum molecular dynamics offers an important alternative to more traditional trajectory-based methods for the simulation of excited-state dynamics. The different methods presented in this Review are derived from first principles and their approximations are well understood. The use of coupled traveling Gaussian functions to represent nuclear wavepackets leads to a good representation of quantum effects such as interference and decoherence, and at the same time offers the possibility to propagate the trajectory basis functions on-the-fly without requiring a priori knowledge of the expected dynamics or outcomes.

Ab initio nonadiabatic quantum molecular dynamics methods are, however, always based on a compromise between the efficiency of the overall computational task to treat the photochemical or photophysical process of interest and its accuracy. On one hand, the development of more efficient electronic structure methods for excited states, the optimization of existing algorithms, or the use of new computing technologies such as GPUs will surely permit the accurate simulation of larger systems. On the other hand, the last decade has witnessed an important growth in the development of novel methods and algorithms for nonadiabatic molecular dynamics. A strong stimulation has indeed been provided not only by recent new spectroscopic techniques that achieve the simultaneous time and spatial resolution needed to produce direct “molecular movies” of photochemical events, but also by the increasing need for excited-state calculations in important applications such as renewable energy, light-driven molecular machines, and atmospheric chemistry.
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79. This is because the position and momentum operators do not commute.
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117. Formally, one should consider that there are an infinite number of TBFs when inserting the ansatz of Eq. 17 in the TDSE. After deriving Eq. 18 for the time evolution of the complex coefficients, one can limit the number of TBFs that are included in the simulation. The reason for this formal fancy footwork is to avoid the time derivative of a discontinuous jump in the size of the Hilbert space that the wavefunction spans. In practice, this is one of the reasons for the back-propagation of child TBFs during the spawning process. One wants to ensure that when the Hilbert space expands, it is of no practical consequence. In other words, the new TBF is not needed at the time when it is introduced. At the same time, one wants to ensure that it will be needed shortly after it is introduced, to maximize efficiency.


119. In AIMS, the zeroth-order saddle point approximation used for the required integrals leads to a Hermitian Hamiltonian operator without further modifications.


131. It is important to note that TBFs effectively never hit a conical intersection seam exactly - since the intersection seam exists in a space which is two dimensions smaller than the space of molecular coordinates, TBFs simply cannot find the seam in practice. Of course, TBFs can (and do) come close to an intersection seam. However, they rarely come close enough that the simulation experiences any numerical instability caused by the singularity of the first-order
nonadiabatic coupling or the derivative discontinuity in the potential energy surface (both required features of a conical intersection). This concept is well-illustrated by the proverbial difficulty of finding a needle (a one-dimensional object) in a haystack (a three-dimensional space).


135. The overlap of two TBFs falls off exponentially with the difference between their positions and momenta. If the initial overlap of the child and parent TBF is very small, this implies that the Hamiltonian matrix element connecting them will also be small and therefore the child TBF is unlikely to be populated by the TDSE.


141. A subtlety here concerns the geometric phase when the adiabatic representation is used. Each TBF carries its own electronic wavefunction, with a phase that is consistent along the trajectory history. This implies that the electronic wavefunction in AIMS is path-dependent. The electronic phase should be incorporated in the saddle-point approximation for integrals. This can be done with the usual SPA formula, augmented by a phase factor which is determined by choosing the sign of the adiabatic electronic wavefunctions at the centroid to best overlap with the electronic wavefunctions carried by the bra and ket TBFs.

142. Mignolet, B.; Curchod, B. F. E. A Walk through the Approximation of Ab Initio Multiple Spawning for Excited-State Dynamics. in preparation.
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244. In practice, one only needs to solve Eq. 18 for a single right hand side and thus the S matrix does not need to be inverted. Instead, one can solve a set of linear equations (Sx=b), which is much more efficient. Furthermore, these linear equations can be solved with a method like conjugate gradient, which tends to be self-regularizing and thus more stable in the presence of linear dependencies.


