Sub-femtosecond Stark control of molecular photoexcitation with near single-cycle pulses
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ABSTRACT: Electric fields can tailor molecular potential energy surfaces by interaction with the electronic state-dependent molecular dipole moment. Recent developments in optics have enabled the creation of ultra-short few-cycle optical pulses with precise control of the carrier envelope phase (CEP) that determines the offset of the maxima in the field and the pulse envelope. This opens new ways of controlling ultrafast molecular dynamics by exploiting the CEP. In this work, we show that the photoabsorption efficiency of oriented H₂CSO (sulfine) can be controlled by tuning the CEP. We further show that this control emanates from a resonance condition related to Stark shifting of the electronic energy levels.
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Potential energy surfaces (PESs) are the foundation for the familiar picture of reaction energies, reaction barriers, and excitation energies. Many chemical strategies for enhancing reactivity, such as catalysis or functional group substitution, alter the shape and/or topology of the relevant PES by lowering energy barriers along the reaction path. In principle, one can also accomplish such changes with electric fields, originating from the molecular environment or from electromagnetic radiation. Electric fields interact with the molecular charge density, influencing the energy of electronic states. An approximate but nevertheless useful and intuitive picture focuses on the interaction of the field with permanent molecular dipole moments, i.e. the Stark effect. The Stark effect has been used to control the ionization yield or the outcome of a chemical reaction by dynamical laser-induced modification of potential energy barriers, as shown for the photodissociation of IBr. Stark-based control is based on the orientation of the electric field with respect to the molecule, stabilizing/destabilizing electronic states with dipole moments parallel/antiparallel to the electric field. When a typical femtosecond (or longer) pulse containing a large number of electric field oscillations is applied to a molecule, the electronic energy is raised and lowered in each cycle and the effect is often averaged out. However, recent progress in molecular orientation and generation of ultrashort near single-cycle pulses promises to enable the application of pulses where the electric field has a specific molecular-frame orientation when it most strongly interacts with the molecule (i.e. at the maximum of the pulse envelope), opening new avenues for the control of chemical reactivity by tuning the PES and selectively lowering or raising reaction barriers.

The term “ultrashort pulse” can imply (i) that the pulse duration is short, typically on the attosecond timescale, or (ii) that the pulse contains only one or few oscillations of the electric field within its envelope, therefore reaching its intrinsic temporal limit. Single-cycle or near single-cycle pulses have been generated across the electromagnetic spectrum, ranging from IR to VUV and XUV regions. Because there are very few oscillations of the electric field
during the pulse duration, the phase between the electric field and the envelope – known as the carrier-envelope phase (CEP) – can strongly affect the ensuing dynamics. Depending on the CEP, the electric field at the maximum of the pulse envelope (when the light-matter interaction is maximal) can be either positive or negative (Fig. 1). Previous demonstrations of the effect of CEP using few-cycle IR pulses include dissociative ionization of H$_2$/D$_2$ and other diatomic molecules, control of proton migration, deprotonation or fragmentation pathways of hydrocarbons, and control of the electronic density of C$_{60}$. Most of the experiments with CEP control take place in cationic states, or the resulting dynamics is probed by photoionization. Little attention has been paid to possible applications of CEP control in neutral molecules. Dynamical simulations highlighted the CEP effect on purely electronic dynamics (i.e., with frozen nuclei) of diatomic and polyatomic neutral molecules as well as on the fragmentation and ionization yield including nuclei motion. During the pulse, the excitation energies are modified by the interaction between the electronic states and the electric field of the pulse, which depends on its waveform and so its CEP. This results in a nonequilibrium electronic density that subsequently couples to the nuclear motion.

Single-cycle or near single-cycle pulses can be used to tailor the PES of the ground ($S_0$) and excited ($S_x$) states of neutral molecules. During the pulse, the PESs are dynamically modified by interaction with the electric field $E(t)$. For oriented molecules, this gives rise to a time-dependent excitation energy between $S_0$ and $S_x$ that can be expressed in first order perturbation theory (Stark effect) as $\Delta E_{S_0-S_x}^{field-induced}(t) = \Delta E_{S_0-S_x}^{field-free} - \Delta \mu_{S_0-S_x} \cdot E(t)$. The field-free excitation energy is modulated by the dot product of $E(t)$ with the difference of permanent dipole moments on the two electronic states: $\Delta \mu_{S_0-S_x} = (\mu_{S_x} - \mu_{S_0})$. This expression for the field-induced excitation energy is solely based on the Stark effect and provides an intuitive picture provided that the electronic density rapidly adapts to the field strength, which is most appropriate for ‘slow’ IR pulses. It should be noted that the electric field can also mix electronic states through their transition dipole moments (see SI) and that for fast oscillating pulses, the behavior of the electronic density is less adiabatic with respect to the field.

Depending on $E(t)$ and the CEP, the Stark shift will either increase or decrease the adiabatic excitation energy of oriented molecules (see Fig. 1), and the extent of this effect will
depend on the laser intensity. Because the transfer of population is largest at the maximum of
the pulse envelope, we focus on the Stark shift and excitation energy at this time. Control over
molecular excitation could be achieved by matching the adiabatic excitation energy at the
maximum of the pulse envelope to the carrier wavelength of the pulse. As near-single cycle
pulses have short duration, they are broad in energy (see Fig. 2a), making the photoexcitation
possible for a range of frequencies. The transfer of population will be largest for the CEP that
matches the excitation energy of an optically bright state with the carrier wavelength. For other
values of the CEP, the adiabatic excitation energy will be strongly off-resonant, leading to a
decreased population transfer (Fig. 1). This control could be applied to a wide range of
molecules or molecular systems with permanent dipole moments. It is best achieved with
incident frequencies that are off-resonant with respect to the field-free excitation energy, since

**Figure 1.** Schematic view of the $S_0$-$S_1$ photoexcitation of the H$_2$CSO sulfine and its ensuing
photochemistry. The molecule is planar and oriented according to the moment of inertia, with the $z$ axis
(pointing out of the page) corresponding to the inertia eigenvector perpendicular to the molecular ($x$-$y$)
plane. Under illumination by an electric field, the $S_0$$\rightarrow$$S_1$ excitation energy increases for a field polarized
in the -$x$ direction due to the Stark shift effect, and it decreases for a field polarized in the +$x$ direction.
The permanent dipole moments of the $S_0$ and $S_1$ states ($\mu^{S_0}$ and $\mu^{S_1}$) have nonvanishing components only
in the ($x,y$) plane. They are shown along with the $S_0$$\rightarrow$$S_1$ transition dipole moment ($\mu^{S_0$$\rightarrow$$S_1$), which is
perpendicular to the molecular plane. The Gaussians represent the wavepacket and the filling corresponds
to the population in $S_0$ and $S_1$ after application of the pulse. All the pulses used for the photo-excitation
have the same parameters ($f_0=0.07$ au, FWHM=1.7 fs, $\omega=0.063$ au) except for the CEP that varies between
0 and $2\pi$ and the polarization that varies between 0° and 45° in the $z$-$x$ plane.
the key idea is that the Stark shift brings the carrier frequency and the excitation energy into resonance. Controlling molecular excitations would enable short-pulse shaping of the PES, which could eventually be used to dynamically tailor reaction barriers in addition to photoabsorption efficiencies.

We now discuss how the CEP in a near single-cycle pulse can control molecular excitation. We model photoexcitation of an oriented ground state sulfine\(^{40-41}\) (H\(_2\)CSO) molecule to its lowest excited state (S\(_1\)) for a series of pulses with different CEP. Sulfine represents an ideal case for investigating CEP control because its S\(_0\)/S\(_1\) transition dipole moment is perfectly perpendicular to the S\(_0\) and S\(_1\) dipole moments (see Fig. 1). This allows us to use the laser polarization to separate the excitation and the Stark effects. This property originates from the symmetry of the molecule that is planar and belongs to the C\(_s\) point group. The S\(_0\) and S\(_1\) (n\(\rightarrow\)\(\pi^*\) transition) states respectively belong to A’ (totally symmetric) and A” irreducible representations, which implies that their permanent dipole moments perpendicular to the molecular plane (along z) are zero and that the photoexcitation of the S\(_1\) state is only optically allowed for light polarized along z. The z component of the transition dipole moment is relatively small (-0.18a.u.) due to the excitation of the nonbonding HOMO orbital to a \(\pi^*\) orbital in the S\(_1\) state. Based on the permanent dipole moments of the ground and excited states (Fig. 2a), sulfine has an adiabatic excitation energy almost resonant (i.e. within the envelope of the pulse’s Fourier transform) with a near-single cycle 1.7fs pulse polarized along the +x direction with a laser intensity of 8.8x10\(^{13}\) W/cm\(^2\) (0.05a.u., see Fig. 2a) and a carrier wavelength of 720nm as in Ref. 34. We computed the excited state population for photoexcitation by this pulse with different values of the CEP (varied from 0 to 2\(\pi\)). To emphasize the effect of the Stark shift, we also varied the pulse polarization from a pulse completely polarized along \(z\) – when photoexcitation occurs without any Stark effect – to a pulse polarized in the \(z\)-x polarization plane (Fig. 2b) where the Stark effect strongly modulates the S\(_0\)-S\(_1\) excitation energy. In principle, for some of the laser intensities used in the simulations, multiphoton excitation to high-lying excited states and photoionization could occur but frozen-nuclei simulations modeling the photoexcitation and photoionization dynamics indicate that these processes are not dominant for the ultrashort near single-cycle pulses considered here (see SI).
Figure 2. a) Adiabatic $S_0 \rightarrow S_1$ excitation energy computed at the SA2-CASSCF(4/3)/6-31G(d) level under illumination by a constant electric field polarized along $x$, $y$ and $z$ in the molecular frame. The values of the permanent and transition dipole moments of $S_0$ and $S_1$ are shown in the inset and the Fourier transform of the pulse $E(t)$ is shown on the left. b) Pulse used in the simulations, with CEP tuned from 0 to $2\pi$. c) To emphasize the role of the Stark shift on the CEP effect, the pulse polarization is varied, starting from a polarization along the $z$ direction (no Stark shift) to a polarization in the $z$-$x$ plane (strong Stark effect).

We reproduce in silico the complete experiment: (i) photoexcitation by the pulse, (ii) nonadiabatic relaxation towards the ground state, and (iii) ground-state dynamics. We used the newly introduced eXternal Field Ab Initio Multiple Spawning (XFAIMS) method to model the light-matter interaction and nonadiabatic dynamics and Born–Oppenheimer molecular dynamics for the ground state dynamics (see Supporting Information). In a nutshell, XFAIMS is a trajectory-guided method based on AIMS in which nuclear basis functions are propagated classically on the electronic states. Their amplitudes are obtained by integrating the time-dependent Schrödinger equation with the time-dependent molecular Hamiltonian that includes the coupling with the electric field as well as the nonadiabatic couplings. Therefore, XFAIMS accounts for both the Stark shift and field-induced electronic state mixing. In the simulations, the
molecules are oriented and we used a Gaussian shaped pulse whose electric field $E(t)$ is defined from the derivative of the vector potential, $E(t) = -\frac{1}{c} \frac{dA(t)}{dt}$, with $A(t)$ defined as

$$A(t) = -\frac{E_0 \omega}{\sigma}\exp\left(-\frac{(t-\tau_0)^2}{2\sigma^2}\right)\sin(\omega t + \text{CEP})$$

where $\varepsilon$ is the polarization vector, $f_0$ is the field strength, $\omega$ is the carrier frequency, $\sigma$ is related to the pulse duration (FWHM=2.35$\sigma$) and CEP is the carrier envelope phase (see SI for detailed information).

We first investigate the effect of the CEP for a short and intense 1.7fs single-cycle pulse polarized at 45° in the x-z plane (Fig. 3). For a CEP that corresponds to a positive maximum of the electric field at the maximum of the pulse envelope (CEP=0, Fig. 1 and 2b), 3% of the population is transferred to S$_1$, while for CEP=\pi the final S$_1$ population is 2.5 times lower (Fig. 3). This is a direct result of the effect of the electric field of the pulse on the electronic energy levels that we can qualitatively rationalize with the Stark effect. The Stark effect lowers the S$_0$-S$_1$ excitation energy for CEP=0 such that the transition becomes more resonant (Fig. 2a), while for CEP=\pi, the excitation energy increases such that the transition becomes strongly off resonant (Fig. 2a), resulting in a reduction of the final S$_1$ population by more than a factor of two. For a CEP of $\pi/2$ and $3\pi/2$, the situation differs as the pulse is composed of two maxima (Fig. 1), one where the electric field is positive and one where it is negative. Therefore, the S$_1$ population is the same at the end of the pulse for a CEP of $\pi/2$ or $3\pi/2$ but the transient dynamics during the pulse differs as the orientation of the electric field for the first maximum is opposite for the two CEPs (Fig. 3a). Once the pulse populates the S$_1$ state, the wavepacket on S$_1$ evolves until it reaches a conical intersection\textsuperscript{46-47} \approx 50fs after photoexcitation. This conical intersection connects S$_1$ to either the ground state minimum of sulfine (the reactant) or oxathiirane (Fig. 1). Then follows a rich hot ground state dynamics in which eight photoproducts are formed, including dissociated molecules such as H$_2$S.\textsuperscript{40} The yields of oxathiirane and H$_2$S molecules are directly proportional to the S$_1$ population (Fig. 3b) and could be measured by IR spectroscopy,\textsuperscript{40} which provides a convenient way to indirectly probe the effect of the CEP.
Figure 3. a) $S_1$ population during the excitation by a short IR pulse polarized at 45° in the $x$-$z$ polarization plane ($f_0=0.07\text{au}$, FWHM=1.7fs, $\omega=0.063\text{au}$, $\epsilon=(1/\sqrt{2},0,1/\sqrt{2})$) for CEP=0, $\pi/2$, $\pi$ and $3\pi/2$. b) Yield of oxathiirane and $\text{H}_2\text{S}$ following photoexcitation by the IR pulse. c) $S_1$ population at the end of the pulse computed as a function of the CEP and laser polarization ranging from 0° to 45° in the $z$-$x$ polarization plane. The $S_1$ populations from panel a) are also noted with symbols.

To unambiguously demonstrate the influence of the Stark effect on the electronic states, we reported the $S_1$ population for CEP ranging from 0 to $2\pi$ and for polarization of the laser ranging from 0° to 45° in the $z$-$x$ polarization plane (Fig. 3c). For a pulse polarized solely in the $z$ direction (0°), there is no Stark effect because the $S_0$ and $S_1$ states have no permanent dipole moment along $z$ due to the C$_s$ symmetry of the molecule: the $S_1$ population remains constant, irrespective of the pulse CEP (Fig. 3c). When the polarization of the pulse starts to be rotated in the $x$-$z$ plane, a larger $S_1$ population is observed for CEP=0 than for CEP=$\pi$, and this effect further increases as the $x$-component of the polarization increases. The maximum of the CEP effect occurs for a polarization of 45°, when the Stark shift induced by the electric field along $x$ makes the adiabatic excitation energy almost resonant with the laser wavelength (for CEP=0) and strongly off-resonant (for CEP=$\pi$). It should be noted that the $S_1$ population is lower for a laser polarization of 45° than 0° because the field strength along the photoexcitation direction $z$ also decreases.
The laser intensity also alters the effect of the CEP on population transfer, as the Stark shift is directly proportional to electric field of the pulse. For instance, very low field strengths do not lead to a significant variation of the $S_1$ population as a function of the pulse CEP, while this effect increases with the field strength (Fig. 4 and SI). It should also be noted that the effect of the CEP highlighted here relies on the orientation of the molecule and on the single or near single-cycle nature of the pulse that ensures that the electric field of the pulse can be oriented either parallel or antiparallel to the molecule when their interaction is the greatest. For longer pulses containing several cycles, the electric field will oscillate between being parallel and antiparallel to the molecule, attenuating (possibly completely) the CEP effect. However, pulses can now contain as few as 1.2 cycles.  

![Figure 4](image)

**Figure 4.** a) Population of the $S_1$ excited state as a function of the CEP and field strength $f_0$ for a single-cycle pulse polarized at 45° in the $x$-$z$ plane (FWHM=1.7 fs, $\omega=0.063$ au, $\varepsilon=(1/\sqrt{2},0,1/\sqrt{2})$). b) The populations in panel a) are normalized with respect to the population for CEP=0, for each field strength, to emphasize the difference of transferred population for CEP=0 and CEP=$\pi$.  

10
In this Letter, we showed that the Stark effect induced by few-cycle pulses can strongly modulate the electronic states PES and should therefore be accounted for when using ultrashort strong pulses. More specifically, we discussed how photoexcitation to the S\textsubscript{1} excited state of the H\textsubscript{2}CSO sulfine can be tailored using CEP-controlled near single-cycle pulses. The effect of the CEP on the photoexcitation can be rationalized by the simple picture of a pulse-induced Stark effect. By tuning the field strength of the pulse, we can tailor the Stark shift of the S\textsubscript{0} and S\textsubscript{1} electronic states such that, during the pulse, their excitation energy corresponds to the carrier wavelength of the pulse for one value of the CEP. For other values of the CEP, the pulse is off-resonant and the population transferred to the S\textsubscript{1} state is lowered. The sulfine molecule is a textbook case because the transition dipole moment is perpendicular to permanent dipole moments due to symmetry, which allows disentangling the Stark effect from the photoexcitation. Even without this symmetry property, this scheme could be applied to a vast variety of molecules that can be oriented with non-zero permanent dipole moment. The ability to tune excitation energies can be seen as a stepping stone in the tuning of reaction barriers and further towards the control of chemical reactivity.
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The Supporting information contains details on the dynamical simulations. In addition, the supporting information also contains a discussion on the effect of the photoionization and laser intensity on the CEP control.
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