ALMACAL VI: Molecular gas mass density across cosmic time via a blind search for intervening molecular absorbers
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ABSTRACT

We are just starting to understand the physical processes driving the dramatic change in cosmic star-formation rate between $z \sim 2$ and the present day. A quantity directly linked to star formation is the molecular gas density, which should be measured through independent methods to explore variations due to cosmic variance and systematic uncertainties. We use intervening CO absorption lines in the spectra of mm-bright background sources to provide a census of the molecular gas mass density of the Universe. The data used in this work are taken from ALMACAL, a wide and deep survey utilizing the ALMA calibrator archive. While we report multiple Galactic absorption lines and one intrinsic absorber, no extragalactic intervening molecular absorbers are detected. However, thanks to the large redshift path surveyed ($\Delta z = 182$), we provide constraints on the molecular column density distribution function beyond $z \sim 0$. In addition, we probe column densities of $N(H_2) > 10^{16}$ atoms cm$^{-2}$, five orders of magnitude lower than in previous studies. We use the cosmological hydrodynamical simulation IllustrisTNG to show that our upper limits of $\rho(H_2) \lesssim 10^8 M_\odot$ Mpc$^{-3}$ at $0 < z \leq 1.7$ already provide new constraints on current theoretical predictions of the cold molecular phase of the gas. These results are in agreement with recent CO emission-line surveys and are complementary to those studies. The combined constraints indicate that the present decrease of the cosmic star-formation rate history is consistent with an increasing depletion of molecular gas in galaxies compared to $z \sim 2$.
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1 INTRODUCTION

Understanding the efficiency of converting baryons into stars is a challenge in studies of galaxy formation and evolution. The star-formation rate history (SFH) is well established from observations of star-forming galaxies across cosmic time at infrared, ultra violet, submillimetre, and radio wavelengths (Madau & Dickinson 2014, and references therein).

The star-formation rate (SFR) density increased at high redshift, reached a peak at around $z \sim 2$ and decreased until today (see Madau & Dickinson 2014, for a review). Which physical processes are driving this dramatic change and their relative importance represent two of the main unanswered questions of modern astrophysics. Whether this is due to a lack of cold gas supply, or a lower efficiency in converting the gas into stars, or to the presence of strong outflows preventing the infall of new cold material, is still debated (e.g. Madau & Dickinson 2014; Katsianis et al. 2017, and...
references therein). Simple expectations would have the SFH mirror the cold gas evolution, as gas is being consumed by star formation (e.g. Putman 2017; Driver et al. 2018). The atomic gas density, $\Omega_{HI}$, is the original reservoir of gas for star formation and is indeed well constrained locally and at $z > 2$. Most recent results, however, indicate a mild evolution in $\Omega_{HI}$ with cosmic lookback time (e.g. Noterdaeme et al. 2009; Zafar et al. 2013; Rhee et al. 2018). Neutral hydrogen provides the essential reservoir, but it has to cool and transform to the molecular phase in order to provide the necessary conditions for star formation. Further studies using damped Lyman α absorbers as well as H I 21 cm absorption traced with the Square Kilometre Array (SKA) path finder observations provide important clues on physical state of the atomic gas and the neutral inter-stellar medium (ISM) physics (Kanekar 2014; Allison et al. 2016). However, a direct probe of the fuel for star formation has to come from measurements of the molecular phase of the gas.

In order to probe this essential phase of baryons over cosmic time, a number of deep cosmological surveys for CO emission lines have been conducted. The first study used the Institute de Radioastronomie Millimétrique (IRAM) Plateau de Bure Interferometer to perform molecular line scans in the Hubble Deep Field North and provided upper limits on the cosmic molecular gas mass density $\Omega$(CO) (Decarli et al. 2014; Walter et al. 2014). More recently, the ALMA Spectroscopic Survey in the Hubble Ultra Deep (ALUS) programme for intervening absorption lines (Riechers et al. 2018) undertaken with the VLA offers first indications of the molecular mass density at high redshift ($z \sim 2-3$ and $z \sim 5-7$). An alternative approach using the dust mass as a tracer of the molecular gas mass is presented by Scoville et al. (2017). The fact that multiple transitions of CO at different redshifts can be searched in a given observed frequency setting greatly increases the redshift path, and hence the searched volume. These emission-line surveys are especially sensitive to the high-mass end of the molecular gas mass function. However, such observations require large investments in telescope time, and since typically only a small contiguous area is covered, the results are prone to cosmic variance effects.

Four intervening molecular absorbers have been detected in targeted surveys of strongly lensed systems and galaxy merger pairs that were known to show H I absorption (e.g. Wiklind & Combes 1995; Kanekar et al. 2005; Wiklind et al. 2018; Combes et al. 2019). Only the molecular absorber towards PKS 1830-211 was detected before any other lines were known (Wiklind & Combes 1996b). In addition, associated molecular absorption lines have been found in three intermediate-redshift AGN (Wiklind & Combes 1994, 1996a; Allison et al. 2018). Similar, intrinsic absorption is observed more frequently in low redshift AGNs (e.g. Tremblay et al. 2018; Maccagni et al. 2018; Rose et al. 2019) and in high-redshift submillimetre galaxies (SMGs) (e.g. George et al. 2014; Falgarone et al. 2017; Indriolo et al. 2018). de Ugarte Postigo et al. (2018) also reported CO absorption lines against Gamma Ray Bursts (GRBs) observed with Atacama Large Millimetre and Submillimetre Array (ALMA). However, to measure the cosmic molecular gas mass density in an unbiased way, blind detections of intervening molecular absorbers are required.

Here, we present a complementary approach to probing the molecular phase of the gas and its evolution with cosmic time free from cosmic variance issues. In analogy with studies at optical wavelengths (e.g. Péroux et al. 2003; Zafar et al. 2013), we use (sub)mm-bright (~ 0.1 – 3 Jy) background sources to probe intervening molecular absorption lines. Moving from optical to mm wavelengths has the advantage that this study is not affected by dust attenuation in the quasar spectra which might be expected for molecular absorbers. Therefore, by choosing (sub)mm-bright background objects we are not biased against potentially dusty absorbers. Furthermore, tracing molecular absorption offers a measurement of the cosmic molecular gas density free from cosmic variance.

A similar “blind” study was performed at lower frequencies using the Green Bank Telescope (Kanekar et al. 2014). The authors surveyed a redshift path, defined as the sum of the redshift intervals covered by the individual spectra ($\Delta z = \sum (z_{\text{max}} - z_{\text{min}})$), of $\Delta z \sim 24$ at $0.81 < z < 1.91$ and did not detect any molecular absorbers with $N$(H$^2$) $\geq$ $10^{21}$. In the present work, we perform a “blind” search for CO absorbers against a large sample of (sub)mm bright background galaxies. These objects are all 880 ALMACAL targets observed up until December 2018. ALMACAL consists of observations of a large sample of bright, compact sources (generally blazars, see Bonato et al. 2018) which are used as calibrator sources for ALMA. These calibrators are ideal targets for an unbiased search for CO absorbers for two main reasons. First, the total integration time spent on ALMACAL sources is $> 1500$ hours, orders of magnitude more than what would be attainable in a targeted ALMA survey programme for intervening absorption lines. Secondly, since the calibrators are distributed all over the sky observable with ALMA, it is possible to quantify the effect of cosmic variance. In addition, the sensitivity of the absorption survey is independent of redshift and solely relies on the brightness of the unrelated background sources. Using absorption lines we are able to reach low gas column densities, providing us with a more complete and unbiased (with respect to excitation conditions) view of the molecular gas content of the Universe over cosmic time.

There are also several caveats using this blind absorption line approach. For example, a single identification of an absorption line cannot uniquely linked to a species, and hence not to the column density and the redshift of the absorber. However, since CO is a much stronger absorber than all other molecular species we can safely assume that any detected absorption line is tracing CO. Furthermore, unlike emission-line surveys in well-studied cosmological deep fields, our survey does not have the luxury of extensive ancillary data that can be used to identify source redshifts. Our sample of quasars is magnitude limited and therefore susceptible to effects of gravitational magnification. First, the probability of finding quasars with absorbers is increased by the flux boosting from gravitational lensing by the absorber. Second, the solid angle behind absorbers is gravitationally enlarged diluting the flux of the background quasar. Ménard & Péroux (2003) find indeed an excess of bright quasars with absorbers. Furthermore, ALMA calibrators are
selected to be (sub)mm bright and have therefore redshifts of $z \leq 3$.

The paper is organised as follows: the ALMACAL survey including the optimised data reduction for this data-intensive project is presented in Sec. 2, in Sec. 3 we describe the absorption line search as well as the derivation of the limits on the CO column density function from our observations and the molecular gas column density distribution function from the IllustrisTNG simulation, in Sec. 4 we present our limits on the molecular gas mass density evolution as a function of cosmic time and in Sec. 5 we summarize our conclusions. Throughout this paper we adopt a $\Lambda$CDM cosmological model with $H_0 = 70 \text{km s}^{-1} \text{Mpc}^{-1}$, $\Omega_m = 0.3$ and $\Omega_\Lambda = 0.7$.

2 ALMACAL OBSERVATIONS AND DATA REDUCTION

We extract from the ALMA archive all phase, amplitude and bandpass calibrator data from PI observations from Cycles 1 to 6, taken before the 4th December 2018. We only consider data taken with the ALMA 12-m array. This amounts to observations of 880 calibrators. To determine the redshift of the calibrators, we use the compilation of redshifts from the database presented by Bonato et al. (2018), combined with the updated redshift estimates of the Australian Telescope 20 GHz survey (AT20G Ekers et al. 2007) sources (Mahony et al. (2011) and E. Mahony private comm.). For the remaining calibrators, we perform an additional query to the Simbad (Wenger et al. 2000) and NED\(^1\) databases. We note, however, that the accuracy of these redshifts might be limited. This results in redshift measurements of 622 calibrators. We test whether our samples of calibrators with and without redshift information are drawn from the same population of WISE colours (Band1 - Band4) and find that, based on a Kolmogorov-Smirnov test, we have to reject this hypothesis with a 96.4% confidence level. However, we perform the line search on all quasar spectra irrespective of the availability of the redshift and therefore do not introduce a bias in our sample of calibrators. The line identification of absorption signals towards background quasars without redshift information is not straightforward since without a known redshift, the absorption line could both be intervening and associated to the background source. For such cases

\(^1\) The NASA/IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National Aeronautics and Space Administration.
it would be important to obtain a redshift of the quasar using follow-up observations. Thus far, this is a hypothetical problem since we do not find any extragalactic absorption lines towards background quasars at unknown redshifts. In the following we discuss only the spectra of quasars with known redshifts.

We devise a new, optimised data processing strategy to handle the large data volume comprising several tens of thousands of spectra while maintaining the highest spectral resolution. This is necessary to keep the data volume manageable. For reference, we store in our ALMACAL archive fully-calibrated ms-files with a reduced spectral resolution which amounts to more than 26 Tb of data. The reduced spectral resolution of 15 kHz is too low to study absorptions which amounts to more than 26 Tb of data. The reduced spectral resolution is necessary to keep the data volume manageable. For reference, we store in our ALMACAL archive fully-calibrated ms-files with a reduced spectral resolution which amounts to more than 26 Tb of data. The reduced spectral resolution is necessary to keep the data volume manageable.

**Figure 3.** Illustration of the application of a low-pass filter in the data processing. The orange spectrum shows the processed data before filtering, the green curve represents the same data after applying a low-pass filter maintaining features that are on scales larger than 200 km s$^{-1}$. In blue, we show the resulting spectrum obtained by dividing the original spectrum by the low-pass curve. The resulting flat spectrum is then used as an input to the absorption line finder.

For the vast majority of the calibrator observations, this simple algorithm results in flat spectra, apart from those narrow spectral regions that correspond to strong atmospheric absorption. If more than two calibrators were used in one observation, all possible combinations of calibrator spectra pairs are used to produce bandpass-calibrated spectra. This approach allows us to confirm a potential detection identified in one ratio-ed spectrum using a second ratio.

For further processing of the spectra, we mask 5 per cent of the channels on each end of the spectrum to remove edge effects. These edge channels are often strongly affected by non-flat bandpass effects. Furthermore, we mask a 0.2 GHz wide window centred on the central frequencies of the strongest H$_2$O, O$_2$ and O$_3$ atmospheric absorption lines identified from the ALMA atmosphere model provided by Juan Pardo$^2$. Spectra covering more than one atmospheric transition are not further considered. Finally, contiguous parts of the spectra narrower than 15 per cent of the total spectrum bandwidth are discarded to ensure a possible detection of the full absorption line and the continuum.

Despite the success of this simple algorithm, we observe that on several occasions, a second-order correction of the bandpass is required to remove all unwanted signal. To this end, we use a Butterworth low-pass filter developed as a maximally flat low-pass filter for signal processing. For each spectrum, we create a template of the spectrum including only structures wider than 200 km s$^{-1}$. The original spectrum is divided by this template of its low frequency shape. An example of this procedure is shown in Fig. 3. We expect molecular absorption lines to be narrow ($< 100$ km s$^{-1}$) and moreover, the quality of the spectra does not allow us to search for wider spectral lines since they would be indistinguishable from instrumental artefacts and imperfect bandpass calibration.

### 3 ANALYSIS AND RESULTS

#### 3.1 Blind Search for Intervening Absorbers

After the data processing described in the previous section and discarding spectra based on the criteria described above, we are left with 28,644 flattened spectra, cleaned from any unwanted atmospheric or instrumental effects, in which we search for absorption lines of astrophysical origin. The key properties of the data including observed frequencies and velocity resolution are shown in Fig. 4. We note that the spectra have varying bandwidth and spectral resolution, ranging from 0.03 MHz to 2 GHz, and from 256 to 3840 channels, respectively. We devise a search algorithm based on a signal-to-noise threshold of 5$\sigma$, and apply this algorithm to both the ratios and the inverted ratios to search for absorption in both calibrator spectra. Since the spectra show no significant bandpass variations based on manual inspection, we can apply a global $\sigma$-threshold for each individual spectrum. Before running the finder algorithm, we smooth each spectrum to increase the signal-to-noise ratio. We use a range of smoothing kernels between 10 and 190 km s$^{-1}$ in steps of 10 km s$^{-1}$. Furthermore, we only record detections if the signal is significant in two consecutive channels.

From this initial list of candidates, we remove all detections which occur within the lowest or the highest 5 per cent of channels to remove absorption line candidates for which we do not see the continuum on both sides. Furthermore, we

$^2$ [https://almascience.nrao.edu/about-alma/atmosphere-model](https://almascience.nrao.edu/about-alma/atmosphere-model)
Figure 4. Key quantities of the ALMACAL spectra. **Left:** Histogram of the observed frequencies with the ALMA observing bands overlaid. Most of the observations are taken in ALMA bands 3, 6, and 7. **Right:** Distribution of the velocity resolution of the ALMACAL spectra as a histogram and a cumulative plot. Half of the spectra have a resolution higher than 10 km s\(^{-1}\).

Figure 5. Examples of detected absorption lines. **Left:** A Galactic absorption line detection in the spectrum of J1744-3116. The absorption line is \(^{13}\)CO(2-1) at 220.39 GHz that arises in the ISM of the Milky Way Galaxy. **Right:** Associated \(^{12}\)CO(1-0) absorption in the known molecular absorber J1415+1322 at \(z = 0.24671\). While we find multiple Galactic absorption lines, no extragalactic intervening molecular absorbers are detected.

discard detections that lie within 200 km s\(^{-1}\) of the velocities of the centres of known Galactic CO lines. We apply an additional manual cleaning of candidate detections that can be identified as obvious electronic artefacts (such as strong periodic signals). For the remaining candidates, we identify atmospheric and Galactic transitions by cross-matching the detected frequencies observed in multiple sight lines. Finally, we match the candidate list with a list of frequencies corresponding to rare molecular species from SPLATLOGUE (Remijan et al. 2007) to filter out remaining absorption lines of Galactic origin. Examples of a detection of Galactic absorption and associated absorption are shown in Fig. 5. The Galactic absorption lines will be the subject of a forthcoming paper. Additionally, we compare the redshift of the lowest possible CO transition with the calibrator redshift and exclude implausible lines (i.e. the redshift of the absorber would be higher than the redshift of the background quasar). After performing these checks, we are left with one significant detection of an extragalactic molecular absorption line shown in Fig. 5, which we identify to be intrinsic CO(1-0) absorption in the spectrum of the background calibrator J1415+1320 (\(z = 0.2467\)) (Wiklind & Combes 1994). This detection validates the robustness of our finding algorithm.

### 3.2 The Column Density Distribution Function Based on Intervening Absorbers

We calculate the column density distribution function from the sensitivity limits we reach in the calibrator spectra. To illustrate the potential of this method we derive predictions of the column density distribution function from the Illustris/TNG100 cosmological hydrodynamical simulation (Pillepich et al. 2018; Naiman et al. 2018; Nelson et al. 2018b; Marinacci et al. 2018; Springel et al. 2018).

We first calculate the redshift path probed by the 28,644 spectra included in our survey. For each spectrum, we com-
Figure 6. CO column density distribution functions in the two redshift bins. The column densities are expressed in molecules cm$^{-2}$. The arrows indicate the upper limits from our “blind” CO absorber survey within $\Delta N = 1$ dex. The left panel corresponds to $z < 0.5$ and the right panel to $z > 0.5$. Light coloured limits reflect the uncertainty introduced by the CO-to-H$_2$ column density conversion factor. The blue line is the H$_2$ column density distribution function at $z = 0$ based on CO emission line observations (Zwaan & Prochaska 2006). The brown shaded region marks the predictions based on IllustrisTNG100 results with a variation of post processing recipes to illustrate the uncertainties (see Sec. 3.3 for details). The top-axis shows the fiducial CO-to-H$_2$ conversion from Burgh et al. (2007).

Figure 7. Cumulative number of molecular absorbers per comoving path length interval $\Delta X$ with a column density greater than $N$ (notations same as in Fig. 6). This presentation of the column density distribution function is independent of the choice of a bin size, $\Delta N$. We use this bin-free representation to calculate limits on the molecular gas densities with redefined redshift bins by scaling of the functional form from Zwaan & Prochaska (2006) to our upper limits (see Sec. 3.4 for details).
compute the redshift path observed (see e.g. Zafar et al. 2013) given the observed frequencies and assuming CO transitions from  \( J = 1 \to 0 \) up to  \( J = 5 \to 4 \). The frequency coverage of the fully reduced and masked spectra is used for this calculation. The maximum probed redshift in each spectrum is set by the redshift of the calibrator. The cumulative redshift path surveyed,  \( \Delta z \), is 182.2 for CO transitions between  \( J = 1 \to 0 \) and  \( J = 5 \to 4 \).

<table>
<thead>
<tr>
<th>CO transition range</th>
<th>Redshift range</th>
<th>( \Delta z )</th>
<th>( \Delta X )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO(1–0)</td>
<td>&lt; 0.5</td>
<td>48.4</td>
<td>61.2</td>
</tr>
<tr>
<td>CO(2–1)</td>
<td>&lt; 0.5</td>
<td>13.4</td>
<td>16.3</td>
</tr>
<tr>
<td>CO(3–2)</td>
<td>&lt; 0.5</td>
<td>20.4</td>
<td>28.6</td>
</tr>
<tr>
<td>CO(4–3)</td>
<td>&lt; 0.5</td>
<td>9.8</td>
<td>14.6</td>
</tr>
<tr>
<td>CO(5–4)</td>
<td>&lt; 0.5</td>
<td>1.4</td>
<td>2.1</td>
</tr>
<tr>
<td>CO(1–0)</td>
<td>&gt; 0.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>CO(2–1)</td>
<td>&gt; 0.5</td>
<td>34.1</td>
<td>80.8</td>
</tr>
<tr>
<td>CO(3–2)</td>
<td>&gt; 0.5</td>
<td>18.5</td>
<td>42.0</td>
</tr>
<tr>
<td>CO(4–3)</td>
<td>&gt; 0.5</td>
<td>18.8</td>
<td>41.5</td>
</tr>
<tr>
<td>CO(5–4)</td>
<td>&gt; 0.5</td>
<td>17.5</td>
<td>40.0</td>
</tr>
</tbody>
</table>

We then calculate the limiting CO column densities probed in our survey following Mangum & Shirley (2015). We assume an excitation temperature equal to the CMB temperature at the redshift probed with the spectrum, because this is the lowest possible temperature. The physical conditions of the molecular absorbing gas in the galaxy lensing the quasar PKS1830–211 were investigated by Muller et al. (2013). They found that for polar molecules, the excitation temperature is close to that of the CMB at the corresponding redshift. A molecule like CO, on the other hand, is easier to excite due to its low electric dipole moment, and in general, we would not be able to constrain \( T_{\text{ex}} \) for CO to better than \( T_{\text{mb}} < T_{\text{ex}} < T_{\text{cmb}} \), without constraints from additional lines/species. Since we have no detections, we perform the calculation using the 5\( \sigma \) level from each spectrum as the detection threshold and an expected FWHM of the absorption line of 40 km s\(^{-1}\) (Wiklind et al. 2018). The CO column density limit is converted into a H\(_2\) column density limit using a mean column density ratio of \( N(\text{CO})/N(\text{H}_2) = 3 \times 10^{-6} \) (Burgh et al. 2007). In order to bound the large uncertainty on this conversion factor, we also present CO column densities derived with upper and lower limits of 10\(^{-5}\) to 10\(^{-7}\), respectively. The column density limits from non-detections are calculated for each observation using the corresponding frequency coverage and rms. We note that the column density ratio of \( N(\text{CO})/N(\text{H}_2) \) over a large range of H\(_2\) column densities is not constant (Balashev et al. 2017). However, with the currently available data this is challenging to quantify.

Next, we estimate the 5\( \sigma \) limits on the column density distribution function following the definition (Carswell et al. 1984):

\[
f(N(\text{H}_2),X)dN(\text{H}_2)dX < \frac{1}{\Delta N(\text{H}_2)}dN(\text{H}_2)dX, \tag{1}
\]

where the number of absorbers detected within the column density range \( \Delta N(\text{H}_2) \) is less than one. \( \Delta X \) is the comoving pathlength for the specific column density under consideration. The comoving pathlength ensures that for a constant physical size and comoving number density, the absorbers have a constant \( f(N(\text{H}_2),X) \) (Bahcall & Peebles 1969). The comoving pathlength of a single sightline, \( \Delta X_i \), is defined as follows:

\[
\Delta X = \frac{H_0}{H(z)}(1+z)^2dz \tag{2}
\]

\[
\Delta X_i = \int_{z_{\text{min}}}^{z_{\text{max}}} dX = \int_{z_{\text{min}}}^{z_{\text{max}}} \frac{(1+z)^2}{\sqrt{\Omega_m + 1 + \Omega_b}} \times (1+z)^3 dz \tag{3}
\]

The limiting column densities and covered path length are then combined for the whole survey.

The non-detections from our survey translate to upper limits on the column density distribution function. However, in the definition of \( f(N(\text{H}_2),X) \) the choice of the bin size influences the values of \( f(N(\text{H}_2),X) \) upper limits in the case of non-detections. Here, we use a bin width of \( \Delta N = 1 \) dex, as it is common practice in H\(_1\) absorption line studies (e.g. Péroux et al. 2003). The resulting upper limits on the column density distribution function are shown in Fig. 6 for the two redshift ranges.

To remedy the dependence on the bin size, we also calculate the cumulative number of absorbers per \( \Delta X \) (Péroux et al. 2003) as a function of column density, which is independent of the binning choice (see Fig. 7). We also calculate the cumulative number of absorbers expected based on the results from BIMA SONG observations of local star-forming galaxies (Zwaan & Prochaska 2006) for comparison.

### 3.3 Predicting the Column Density Distribution Function from IllustrisTNG

From a modelling point of view, the molecular phase of the cold gas is challenging to assess because of the complexity of the physics involved and because it requires sub-grid modelling to capture the unresolved physics. Semi-analytical techniques of pressure-based models (Blitz & Rosolowsky 2006; Gaedd & Kravtsov 2011; Krumholz 2013) are used to split the cold hydrogen from hydrodynamical simulations (such as the EAGLE or IllustrisTNG) into its atomic and molecular components (Obreschkow et al. 2009; Popping et al. 2014; Lagos et al. 2015; Chen et al. 2018).

Here we use the TNG100 volume of the IllustrisTNG simulations (Pillepich et al. 2018; Naiman et al. 2018; Nelson et al. 2018b; Marinacci et al. 2018; Springel et al. 2018) through its publicly available data (Nelson et al. 2018a) in order to compare our observations against the theoretical expectation for the H\(_2\) column density distribution function. An example of the column density map in a typical galaxy from the simulations is shown in Fig. 8. We construct the column density distribution function at the mean
redshift of the two subsamples \((z = 0.199, 0.839)\) using the 
\(H_2\) modeling methodology of Popping et al. (2019) (see also 
Stevens et al. (2019); Diemer et al. (2019) for assessments 
of the \(H_1\) and \(H_2\) outcomes of TNG) and the column density 
distribution function gridding procedure as described in 
Nelson et al. (2019). The column density is integrated over a 
path length of 10 cMpc \(h^{-1}\). In order to assess the sensitivity 
of our result to various physical and numerical choices, we 
present a band which encompasses several different column 
density distribution function calculations, which vary the 
\(H_2\) model employed (three versions), the projection depth 
/ effective path length (five values), different grid sizes for the 
computation of the column density (three values), and 
asumptions on the \(H_2\) contents of star-forming versus non-star-forming gas cells. In Fig. 9, we show the expected 
evolution of the column density distribution function with 
redshift. We find that an increasing number of high column 
density absorbers at high redshift is expected. On the low 
column density end, on the other hand, the number of absorbers 
 is almost constant over \(z = 4 - 1\) and increases at 
\(z = 1\). We also note that in the IllustrisTNG100 results, high 
column densities observed by Zwaan & Prochaska (2006) 
are not reproduced. This may be due in part to the limited 
volume in the simulation. Furthermore, the simulations predict 
more low column density molecular gas compared to the 
observations. The expected error range shown in Fig. 6 also 
 applies to this plot, but is not shown for reasons of clarity. This 

will not explain the full discrepancy. Additional uncertainties 
affecting the comparison between the simulations and 
observations are the assigning of a molecular gas fraction to 
the gas cells in the post processing as well as the CO-to-
\(H_2\) conversion factor used in the observations. Furthermore, 
Diemer et al. (2019) compare \(H_2\) half mass radii in 
IllustrisTNG, relative to stellar half-mass radii, to the EDGE-
CALIFA survey (based on CO), finding that although both 
TNG and EDGE-CALIFA have a majority of galaxies with 
\(R_{\text{half}, H_2}/R_{\text{half}, *} \sim 1\), the median ratio in TNG is 
approximately 30\% larger, though with a large dependence on the 
invoked HI/\(H_2\) model. However, this degree of difference in 
\(H_2\) extents cannot fully explain the large \(H_2\) column differences 
seen here.

The prediction of the column density distribution function 
and the cumulative number of absorbers are shown in 
Fig. 6 and 7. We have conducted the same analysis on 
the results from the EAGLE simulation (Schaye et al. 2015; 
Crain et al. 2015) and find that the qualitative expectations 
for the column density distribution function are in line with 
those from IllustrisTNG.

### 3.4 Cosmic Evolution of the Molecular Gas Mass Density

Finally, we calculate the molecular gas mass density \(\rho(H_2)\) 
from the cumulative number of absorbers per \(\Delta X\). We use the 
functional form of the cumulative number of absorbers 
per \(\Delta X\) from Zwaan & Prochaska (2006) at \(z \sim 0\) as a proxy.
We scale it to our upper limits and integrate over differential number of absorbers multiplied by the respective column density. Zwaan & Prochaska (2006) found that the contribution of low column density absorbers with $\log (N(H_2)) < 21$ to the total molecular gas mass at $z \sim 0$ is only 3 per cent. Therefore, we integrate only column densities $\log (N(H_2)) > 21$. Since we aim at a comparison with other surveys, we define similar redshift bins to those introduced by the ASPECS survey (Decarli et al. 2016, 2019) for this calculation. The resulting limits are shown in Fig. 10, where we also report measurements from the literature based on the same cosmology and CO-to-$H_2$ conversion factor.

4 DISCUSSION

With our “blind” survey for intervening molecular absorbers we put significantly improved constraints on the column density distribution function of molecular gas beyond $z \sim 0$. We compare our upper limits with the measurements at $z \sim 0$ presented by Zwaan & Prochaska (2006) in Fig. 6 and find that our limits at $0 < z < 0.5$ and $0.5 < z < 1.7$ are consistent with the column density distribution function measurement at $z = 0$. The depth of our data translates to five orders of magnitude lower column densities than probed by Zwaan & Prochaska (2006). In addition, the absorption technique with a sensitivity independent of redshift in principle allows us to measure the redshift evolution of the column density distribution function.

We calculate limits on the limiting cross section of the molecular gas per galaxy based on the non-detection and the surveyed redshift path. We assume a Schechter (1976) galaxy luminosity function and a uniform and spherically symmetric distribution of molecular gas and follow the description in Péroux et al. (2005). We derive a maximum radius of 4.8 kpc at $z < 0.5$ and 4.6 kpc at $z > 0.5$. Zwaan & Prochaska (2006) find a median impact parameter of $N(H_2) > 10^{21}$ cm$^{-2}$ of 2.5 kpc, consistent with our upper limits. Our results provide statistical evidence that molecular gas around galaxies have a limited extent, well below the typical size of CGM regions. It however does not exclude that the CGM may contain more clumpy molecular gas.

Compared to the predictions from IllustrisTNG from Sec. 3.3 presented in Fig. 6 our limits are already close, within 1 dex, of the expected value of $f(N(H_2), X)$ at low column densities. The sensitivity reached in our survey is comparable to the column densities predicted by the simulations. However, uncertainties in this comparison are still large in both observations and simulations. The observations on the one hand involve a conversion from measured CO column densities to $H_2$ column densities. Cosmological simulations on the other hand are lacking the resolution and associated small-scale physics to follow molecular cloud formation and rely on sub-grid physics models. Furthermore, the uncertainty of the molecular gas fraction in gas cells assigned in the post processing and the too extended $H_2$ disk sizes as measured by their half mass radii in IllustrisTNG.
(Diemer et al. 2019) make a direct comparison challenging. Improvements on both sides are necessary to further explore the molecular column density distribution.

Fig. 10 shows the cosmic evolution of the cold gas in the Universe. Dedicated efforts to measure the cosmic evolution of the molecular gas mass density from deep CO emission line observations by the ASPECS and COLDa surveys have provided the first measurements of $\rho(H_2)$ over a large redshift range (Decarli et al. 2016, 2019; Riechers et al. 2018). Uncertainties in the $\rho(H_2)$ measurements, such as those related to uncertain CO excitation, completeness errors, and redshift errors are discussed by the authors of these studies. At least of similar importance for deep surveys with small fields of view such as ASPECS and COLDa are the effects of cosmic variance on $\rho(H_2)$ measurements. This has been shown to be particularly important at low redshift (Popping et al. 2019). A complementary approach using the dust emission yields comparable results on $\rho(H_2)$ (Scoville et al. 2017). In our absorption-based study presented this paper, we provide new upper limits free from cosmic variance effects. Our limits are consistent with the measurements at $z = 0$ of Keres et al. (2003); Zwaan & Prochaska (2006); Boselli et al. (2014); Saintonge et al. (2017) and supportive of the results of Decarli et al. (2016, 2019); Scoville et al. (2017). A fit to $\rho(HI)$ observations is shown based on Rhee et al. (2018). These results show that the amount of cold gas in its atomic form is only a few times higher than that in its molecular phase from $z \sim 3$ to $z \sim 0$, implying that the decrease of $H_2$ density is faster than for HI towards late times. While the SFH evolves by a factor 20–30 from $z = 2$ to present day, $\rho(H_2)$ decreases by one order of magnitude in the same time lapse and $\rho(HI)$ by less than 15 per cent. These findings indicate that $H_2$ is being consumed faster than HI can replenish it unless it is constantly fed. The dramatic decrease of the cosmic star-formation rate density might therefore arise from a shortfall of molecular gas supply. On the contrary the MUFASA simulation predicts a shallower evolution of the molecular gas mass density than indicated by the observations (Davé et al. 2017).

Future blind absorption line surveys will offer more stringent constraints on the evolution of the cosmic molecular gas mass density by either moving to higher redshifts, where more high column density absorbers are predicted per $dN/dz$, or by increasing the surveyed redshift path. For our current survey we would be sensitive to the measurements from ASPECS if we would cover a 1.3 times larger comoving redshift path ($\Delta z \sim 290$). To put this into perspective, it is important to realize that the ALMACAL results presented in this paper are based on more observing time than the sum of all ALMA Large Programs from Cycles 4 to 7. ALMACAL is an ongoing survey, so more redshift pathlength is accumulated continuously. But even a modest increase of a factor of two will take several years of observing. Another significant improvement in the covered redshift pathlength would be achieved by increasing the instantaneous frequency coverage of ALMA observations from its current 8 GHz per polarisation to at least 16 GHz, as is recommended in the ALMA development roadmap (Carpenter et al. 2019). Apart from this technological improvement, an increase of the redshift path could be achieved by measuring more optical redshifts for ALMA calibrator sources, which is under way. However, the uncertainties introduced by lensing of the background quasar by the foreground absorber will remain a systematic issue.

### Table 2

<table>
<thead>
<tr>
<th>$z$</th>
<th>$\rho(H_2) [M_\odot Mpc^{-3}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.003 – 0.369</td>
<td>$&lt; 10^{8.26}$</td>
</tr>
<tr>
<td>0.2713 – 0.6306</td>
<td>$&lt; 10^{8.32}$</td>
</tr>
<tr>
<td>0.6950 – 1.1744</td>
<td>$&lt; 10^{8.39}$</td>
</tr>
<tr>
<td>1.006 – 1.738</td>
<td>$&lt; 10^{8.21}$</td>
</tr>
</tbody>
</table>

5 SUMMARY AND CONCLUSIONS

We present constraints on the cosmic evolution of the molecular gas density of the Universe from a “blind” search for extragalactic intervening molecular absorbers using the ALMACAL survey. The novelty of the approach resides in $i)$ its redshift-independent sensitivity, $ii)$ its ability to reach low gas densities, and $iii)$ the fact that it overcomes cosmic variance effects. Our survey is sensitive to column densities as low as $N(CO) > 10^{11} \text{ cm}^{-2}$ ($N(H_2) > 10^{16} \text{ cm}^{-2}$). This is five orders of magnitude lower than probed in previous surveys (Zwaan & Prochaska 2006; Kanekar et al. 2014).

To keep the data reduction simple and uniform, we use an simple data processing method to handle the large data volume while maintaining the data at its highest spectral resolution. The resulting sample of 622 unique quasar spectra is searched “blindly” for CO absorption lines. At $z < 0.5$, we survey a total pathlength of $\Delta z = 93$ and a total comoving pathlength of $\Delta X = 123$. At $z > 0.5$, $\Delta z = 89$ and $\Delta X = 205$. The large path length surveyed allows us to put constraints on the CO column density distribution functions at $z < 0.5$ and $z > 0.5$. While we detect multiple Galactic absorption lines and one known extragalactic intrinsic absorber, no extragalactic intervening molecular absorbers have been found.

The upper limits on the molecular mass density reported in this survey are presented in Table 2. These upper limits are consistent with previous surveys. Together, these findings indicate that the dramatic decrease of the star-formation rate history might arise from a shortfall of molecular gas supply. Our limits add a constraint on the contribution from low column density molecular hydrogen. In addition, the new absorption line technique offers a characterisation of cosmic variance issues possibly affecting emission surveys (Popping et al. 2019).

We present the theoretical estimates of the molecular gas column density distribution from post-processing of the IllustrisTNG results. These estimates are consistent with our observational upper limits. However, both are subject to systematic uncertainties. Both a better understanding of the CO-to-$H_2$ conversion factor and advances in the modelling of molecular gas in cosmological simulations will decrease the uncertainties.

To put stronger constraints on the evolution of the molecular gas mass, a significant improvement on the redshift path covered per observation with ALMA is needed. This will occur naturally over time and will be accelerated by the proposed technological upgrades. Further improve-
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