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This article will discriminate between kinds of robot, point to its burgeoning development and application in the home and workplace, and describe its growing use in the classroom as a teacher. It will describe its potential to support, for instance, language development, social, and emotional training [e.g., for children with an autistic spectrum disorder (ASD)], and teaching and assessment, and will review researchers’, teachers’, students’ and parents’ responses to this use. Some of these responses recognize the potential usefulness of humanoid robots, but also show an awareness that digital “thought” (AI) is not the same as human thought (HI), and show some caution about using robots as teachers. This disparity generates problems and dilemmas. These stem from, for example, a lack of discretion in decision-making, a lack of emotion (other than by simulation), a limited creative ability (in the foreseeable future), the nature of AI/HI relationships, ethical/legal matters, and culturally unsuitable programming. These matters point to the need for forethought about robot roles and for a code of practice for teachers who work with them. Derived from the discussion, such a code is proposed.

The introduction of robot teachers will have significant implications for teachers’ roles and their professional identity as human teachers move from being often solitary sources of learning to becoming teaching and learning managers who need to provide learning opportunities creatively. The change in teacher identity and the teacher’s roles is described.

Keywords: robot teachers, teachers’ code of practice, teachers’ roles/identity, digital versus human thought, fostering constructive thinking

INTRODUCTION

Automation, the replacement of people in the workplace by machines is not something new, but digital technology has increased the capabilities of these machines enormously (see e.g., Fletcher and Webb, 2017). For instance, machines in factories manufacture cars tirelessly, precisely, and quickly, and these cars are increasingly able to drive themselves, and, at the same time, present urgent ethical challenges (Gogoll and Müller, 2017). Artificial intelligence (AI) gives these machines their ability to carry out complex tasks with little or no supervision. A robot is one such machine that senses, thinks, and acts and, when this function is to interact with people, they may be given anthropomorphic form. Humanoid robots are intended to look and behave somewhat like people and they usually have some means of communicating with them.

The definition of AI adopted by the UK’s Select Committee on Artificial Intelligence (SCAI, 2018, p. 13) is: “Technologies with the ability to perform tasks that would otherwise require human intelligence, such as visual perception, speech recognition, and language translation.”
Androids are humanoid robots which mimic human form and behavior (Kanda et al., 2009). The pace of development of robotics is rapid, often encouraged by governments for its perceived economic advantages. For instance, the workforce in Japan is declining at a rate which seriously threatens its economy and the expectations of its people. Robots are seen as a part of the solution. As well as using them to manufacture goods, the aim is to put them to use as cleaners, sales assistants, museum guides, carers for the young and old, TV programme presenters, and of particular relevance here, as teachers (Robertson, 2007). This is not a pipedream of robot engineers; Japan and South Korea, for instance, intend to make significant use of humanoid robots within the next decade, while interest in robot as teachers, as it is reflected in the number of publications about them, is increasing around the world (Robertson, 2007; Steinert, 2014).

Robots in the classroom can have diverse uses. Some are objects of study for students to practice programming, others are tools which assist a teacher, some can be learning companions, and others might be autonomous teachers which provide some unit of instruction more or less in its entirety (e.g., Major et al., 2012; Mubin et al., 2013). The purpose of this article is to consider what humanoid robots that teach can do for and to learners in the classroom, and hence, propose a code of practice for working with robot teachers. Like most innovations, there may be a good side and a bad side, and care is needed to foster the former and counter the latter. The roles of the human teacher change over time with needs, new tools and teaching aids, but the capabilities and nature of AI promote teaching robots to new levels of relationship with the teacher and the learner. Instead of an unreflective application of such devices, we feel that there needs to be forethought about how they could and should be used. We begin by describing what humanoid robots in the classroom can and cannot do (currently), and describe what people have said about their use. We then raise some issues which have never been forethought about how they could and should be used. We begin by describing what humanoid robots in the classroom can and cannot do (currently), and describe what people have said about their use. We then raise some issues which have never been raised about other surrogate teachers, and discuss teachers’ roles and identities which would be germane in a world where AI is likely to expand in application and ability.

HUMANOID ROBOTS TEACHING

Clearly, as objects of study, and for students to learn about robotics, and to practice programming and control, the presence of a robot can have significant advantages for learning (Keane et al., 2016). It is not as objects of study, but the uses they are put to that is the focus of interest here. Engineers have made robots which can move around classrooms, often but not exclusively those of younger children, asking questions, providing information, noting and commenting on answers, and responding to requests. They are able to recognize individual students and maintain a record of those interactions. Frequently working as classroom assistants, they may make useful contributions to learning.

Some robots have been programmed to teach a second language, and have the capacity to do more than a human teacher is generally willing or able to do (e.g., Meghdari et al., 2013). As well as playing games and engaging students in conversation, they can respond to students’ commands in the second language (Toh et al., 2016). There can be more value in this than might at first appear. In student-teacher interaction, the human teacher generally controls the conversation, and the student responds. With a robot, the student can have a more balanced dialogue and be the instigator of actions, as would be the case in everyday conversation. Some students also suffer from a more or less crippling performance emotion, like anxiety and embarrassment, which sets up an affective barrier to the development of proficiency in speaking a second language (Newton, 2014). Instead of anxiously interacting with a human teacher, or another student, talking with a robot can be less emotive, and so it provides a potentially useful bridge to conversational proficiency, less anxiety and more positive attitudes to learning (Chen and Chang, 2008; Alemi et al., 2014).

In the same way, a robot programmed to be minimally expressive, and to interact indirectly can be a learning companion for a child with an autistic spectrum disorder (ASD). Over time, such children’s oversensitivity to human interaction may be reduced by slowly adjusting the robot’s behavior. The robot’s expression and interaction are increased to accustom these children to some human-like behavior, and help them develop socially (Robins et al., 2009; Esteban et al., 2017). Many people feel inhibited when they have to work with others. Some are too timid to express themselves openly. Lubart (2017) has demonstrated that avatars can enable anonymous participants to take risks with their thinking, to generate ideas, and solve problems. By interacting through avatars—digital substitutes for themselves—diffidence is significantly reduced. Clearly, where direct human interaction presents problems, and where teachers feel it threatens their authority or dignity, robots can be useful (Mubin et al., 2013).

A different way of using a robot in the classroom is to have it take the role of student, and the student’s role is to teach the robot. In Japan, Tanaka and Matsuzoe (2012) found this “learning by teaching” approach to have potential when they tested it on young children learning English. Of course, the novelty of learning with something new can be engaging, although this is likely to be temporary unless what is learned is, itself, engaging (e.g., Hung et al., 2012). In the context of health education in the Netherlands, children (8–12 years old) have been successfully taught about chronic conditions, like Type 1 Diabetes, using a “personal” robot (one which “develops a user model and adapts the child-robot interaction accordingly”) using games and quizzes engaged in by robot and child (Henkemans et al., 2013, p. 175).

In the same way, there is evidence that robots can support language development, writing skills, teach sign language, enhance reasoning, and some kinds of problem solving, support self-regulated learning (SLR), and foster SLR skills using prompts, help with small group work by answering questions while, at the same time, free the teacher to give more time to other groups and to individuals (Pandey and Gelin, 2017). Of course, some learning and motivational effects may be due to the current novelty of the robot in the classroom, and it is not entirely certain whether, with familiarity, such benefits will persist (Baxter et al., 2015). There are indications that they can decline over time, and that, in some cases (as in vocabulary development),
similar learning may be achieved using other devices, like tablet computers (Vogt et al., 2019). Even the social behavior of some classroom robots may, at times, be a distraction which reduces learning (van den Berghe, 2019). Nevertheless, robot teachers have at least some potential to teach successfully.

**ATTENDANT CONCERNS**

Putting aside some current technological limitations in artificial intelligence’s ability to recognize speech, and its ability to answer follow-up questions, limitations which are likely to become less in the future (Crompton et al., 2018), the problem is that artificial intelligence is not the same as human intelligence, in other words, robots do not think like people. They may do so in ways which achieve the same ends, but this difference creates what Serholt et al. (2017) call “ethical tensions”.

The first one is a matter of privacy. The robot may assess a student’s responses, provide feedback, and maintain records, potentially useful for a teacher. It can also use this information to build and store personal profiles which shape its future interactions. This might make its teaching more effective, but when the data is stored without the student’s consent, often a minor, it may breach data protection laws, and has the risk that it will be accessed and misused. In such an event, who is responsible for the breach (or, more to the point, for preventing it)? More broadly, who is to blame for any detrimental consequences of a robot’s actions (Lin et al., 2014)? A UK government report was of the view that: “It is possible to foresee a scenario where AI systems may malfunction, underperform or otherwise make erroneous decisions which cause harm. In particular, this might happen when an algorithm learns and evolves of its own accord” (SCAI, 2018, p. 135). If the robot will not have to defend its actions, will the teacher, the school, or the manufacturer be legally liable (Asaro, 2007)? Again as a matter of privacy, students can be monitored continuously by a robot, a process which has been used to erode prisoners’ resistance, and has come to be known as psychological imprisonment (Serholt et al., 2017)2, but seen as an extra benefit by Johal et al. (2018).

A second concern is about the norms and values which shape a robot’s program, giving it social and cultural biases. Programmers are immersed in particular cultures, and unconsciously or otherwise, their cultural norms and values are likely to be reflected in what they have their robot do (Robertson, 2007; Norskov and Yamazaki, 2018). For instance, in China, it is acceptable for a child to hug a teacher as a mark of gratitude, but this would be frowned on where such physical contact is proscribed (Kanda et al., 2004; Mavridis et al., 2012). Programming might offer a choice of cultures (which, nevertheless, some might see as “ideal” behaviors, or impositions of others’ values (Sloman, 2006), but this would be much more difficult when some fundamental ideology shapes the very nature of how the robot will teach.

Another concern is that students may spend a lot of time interacting with robot teachers. Children in particular learn much by imitation (Bandura, 1962; as do some robots, e.g., Schaal, 1999), but if they do not have adult humans to imitate, will their interpersonal behavior be adversely affected? For instance, in Australia, it was found that “the children mimicked the robot’s interaction styles, suggesting social modeling was occurring” (Broadbent, 2017, p. 633). This was also noted in the diabetes teaching study mentioned above, where the children encouraged and complimented the robot, mimicked how it spoke, and used its vocabulary. Such children can believe the robot has mental states and feelings, offer it comfort, and tell it secrets (Kahn et al., 2012). This generates unease about the development of an ability to relate to one another with empathy, sympathy, consideration, discretion, tolerance, and some understanding of the human condition. Of course, children often play at being something else, so perhaps the robot could teach them how to interact with people. Social robots are designed to be “user friendly” in that they are intended to interact with people, identify emotions, simulate emotions, and provide appropriate although unfelt (some would say deceitful) responses (c.f. chatbots). These robots are given appearances that people see as friendly, and human-robot emotional attachments can form, albeit one-way (Beran and Ramirez-Serrano, 2011; Toh et al., 2016). A concern is that some children will begin to adapt to and prefer the more amenable and predictable human–robot relationships, lacking in the “reciprocacy of human–human relationships” (Serholt et al., 2017, p. 616). *Enfants sauvages*, children who grow outside human contact, are known to be deficient in social abilities, and remediation can be difficult, at best (Classen, 1990). We do not suggest that this extreme will be the outcome of being taught by current classroom robots. Indeed, it may be possible to use robots to support social and emotional skills. For example, Leite et al. (2015), in the USA, use small robots to act out a story with moral lessons for young children (6–8 years old), and Wolfé et al. (2018) shared teaching about emotions with a social robot. Serholt and Barendregt (2016) point out that while children do engage socially with robots, interaction may reduce over time, and the child–robot relationship may not be the same as a child–adult or child–child relationship. Very young children, however, have been found to treat a humanoid robot more as a peer than a toy, but the nature of the relationship is likely to change as the child develops (Tanaka et al., 2007). Nevertheless, reduced interaction with people could begin to degrade human–human behavior, simply because there is less opportunity for learning its complexity and subtleties, and how to respond when human–human interaction fails. The risk would be greater if education was automated, particularly for the young, but schooling is unlikely to be entirely automated in the near future, given AI’s current limitations. Nevertheless, boundaries of automated teaching will be explored as new applications are envisaged, as when television robots are used to teach children unable to attend school due to illness or remoteness (e.g., Newhart et al., 2016).

Yet another concern stems from the kinds of thinking and habits of mind that robots may promote. Bakshi et al. (2015) have described how the digital revolution will affect the workplace. They see AI as doing those tasks which can be rendered into routines, putting some 47% of jobs in the USA and 35% of jobs in the UK at risk. People will be left largely with work that is
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2This concern extends to other forms of surveillance technology (see e.g., van den Hoven and Vermaas, 2007; Soroko, 2016; Perry-Hazan and Birnhack, 2018).
Currently beyond the capability of AI. Bakshi et al. see this as centered on creative activity and problem solving [which can, of course, involve AI (e.g., Savransky, 2000; Rea, 2001)]. Education needs to respond to this future by preparing its students for it (e.g., DCCE, 2017-19). Can a robot usefully support the range of purposeful thought expected of students in the classroom? As far as memorization and recall of facts, figures, and procedures are concerned, it seems likely. Robots are increasingly able to ask questions, recognize correct answers, exercise students’ recall, give immediate feedback, and record students’ progress in this kind of purposeful thought. A robot may also expand a topic, present information, direct attention to what matters, and then check for understanding with tasks requiring specific predictions and applications. But how well a contemporary robot can cope with responses that cannot be pre-determined is unclear, as in creative thinking where its products are potentially infinite. Similarly, it is questionable whether the robot could adequately assess thinking which involves personal values, beliefs, and goals, as in decision-making (Newton, 2016). The danger is that what robots can do becomes only what is done, and that is seen as a complete education. Of course, it could be worse if students learned to leave their thinking entirely to AI.

Finally, there is the matter of how the robot teaches. Teaching has been called “emotional labor.” This is not simulated emotion, but felt and acted on emotion. It is what makes teachers devoted to their subject and to teaching, and to teach with passion, not false passion (Newton, 2016). Can a robot, without deceit, feel or even communicate that devotion? Can it, with honesty and belief, bring students to love learning or a subject and give their lives to it? And will it be remembered in years to come as the teacher who made a fundamental difference (Howard, 1998)?

**HUMAN REFLECTIONS**

What do people think about robots as teachers? Care is needed here as experience of classroom robots is, as yet, relatively limited, and non-existent in some parts of the world. Some studies have collected views from those without direct experience. Any expressed willingness to interact with robotic teachers may be due to their novelty, and may decline with familiarity (e.g., Robins et al., 2009; Broadbent, 2017). At the same time, what classroom robots do also varies. For instance, Fridin and Belokopytov’s socially assistive robot in Israel could play educational games with pre-school and elementary school students, and teachers were favorable toward using it (although, in this case, they were probably pre-disposed by prior interest; Fridin and Belokopytov, 2014). But cultures and educational systems vary around the world so views in one context may not generalize entirely (or at all) to another. With that in mind, we begin with some views of the general public.

Two pan-European surveys found the general public to be broadly positive about robot applications in general, but with some variation, largely from northern to southern countries, with the former tending to be more favorable than the latter. While four out of ten people were comfortable with using robots in education, more than three out of ten had reservations, and few saw it as a priority. Younger people, men, and those with more years in full-time education tended to be more favorable (TNS Opinion and Social, 2012, 2015). A thought-provoking study by Mavridis et al. (2012) in the Middle East usefully addresses the gap between Western and Far Eastern studies. Interaction with their android robot (Ibn Sina, simulating an Islamic philosopher of that name of a thousand years ago) provided the opportunity to collect responses from conference delegates from around the world. As far as children’s education is concerned, this opens a window into what parents’ responses might be. Those from South-East Asia were more positive about the prospect of robots teaching their children than those from other parts of the world. The Far East is where there is a lot of research on such applications. Nevertheless, there can still be some hesitation about using robots as teachers (Lee et al., 2008). Those from Europe and the USA recognized that children might like it but had reservations about their use. This indicates the current climate surrounding the potential adoption of robot teachers.

Conde et al. (2016) report their exploratory study in Spain of a robot, Baxter, teaching students from roughly Kindergarten to 18 years of age. Baxter could be described as being toward the less humanoid end of the spectrum in appearance. Most of the students said that they felt comfortable interacting with robots, and the younger ones in particular thought they could be friends with them. The effect of direct experience with the robot did tend to lessen concerns about interacting with them, and, as might be expected, the younger children tended to be less critical. Broadbent et al. (2018), p. 295 suggest that “children accept robots easily because they have a natural ability to empathize with objects and interactive devices,” as is the case with some of their toys. Their study, in New Zealand, was of a similar age range to that of Conde et al. but their robots were designed to be more toy-like in appearance (one, Paro, was like a young seal). Again, most children were comfortable with the robots, and talked with them; the highest level of engagement, however, was by the primary/intermediate school children. It has to be remembered, however, that these robots were intended largely for use as companions in isolated rural schools with small student numbers, with some application in, for example, practicing mathematics or a language. When they are used mainly as teaching assistants, such students say they are willing to talk to them, and be their friends, although few wanted robots to grade their work, monitor their behavior, or replace human teachers (Fridin and Belokopytov, 2014). Earlier studies in Japan by Kanda et al. (2004, 2009) and in South Korea (Shin and Kim, 2007) also found that children established what might be called friendly relationships with a robot, even when it was not particularly humanoid in appearance.

Serholt et al. (2017), p. 295 held focus groups of practicing and pre-service teachers studying for a Master’s degree in Education in Sweden, Portugal, and the UK. The groups were generally positive about digital technology although none had direct experience of robot teachers. Regarding matters of privacy, the teachers pointed out that data about students were already stored electronically, but there was some concern about the nature of what would be stored, the risk of unauthorized use or use by state agencies, surveillance, and the lack of control of that data by the
students or their parents. Nevertheless, there was some feeling that this should be set against a background of society's decline in concern for privacy in the digital age. It was felt that robots could be useful in routine teaching (referred to as “training”), but that they lacked the perception and insight needed to help students overcome their difficulties, and should not take decisions affecting students that teachers are uniquely able to fulfill [like grading students’ work; noted in an earlier study by Serholt et al. (2014)]. Their concern was that this would not be recognized, and autonomous robots would eventually replace teachers. As a consequence there would be a dehumanization of children, and they would become over-reliant on robots for their thinking. Some also felt that working with robot assistants would make teachers passive and over-reliant on AI for what happened in the classroom. For these teachers, an acceptable role for the classroom robot was seen as a controlled, instrumental one. In the UK, Kennedy et al. (2016) similarly found what they call “cautious but potentially accepting” attitudes amongst some primary teachers in the UK, with an additional concern that some children might be isolated by interacting mainly with the classroom robot. They point out that teachers’ beliefs and attitudes are important as they at least partly determine if and how technology is used. At the same time, we must bear in mind the children’s increasing exposure to digital devices in their homes.

Given these views, Johal et al. (2018) claim that there is resistance to the acceptance of robots is a little overstated. On balance, these studies indicate that, at this stage, there is a cautious interest in their use as teaching assistants. There could, however, be another side to this in the future: there is also the robot’s point of view. Baxter et al. (2015) noticed that teachers seem inclined to treat robots as having particular roles, like that of “informant.” Steinert (2014) has grouped robots in general into those which are obedient instruments, and those which autonomously take decisions and act on them. The first cannot be held responsible for their actions while the second may, in due course, become so. If they do, how will being an informer affect their role? Steinert adds that humans may behave toward robots in various ways, and mentions that children tend to treat robots as they do animals. Children have also been observed to abuse robots when adults are absent (see, e.g., Broadbent, 2017). Few would doubt that human teachers have a right to safety and freedom from bullying in the workplace, but at what point will the robot be allowed such rights? This may be a matter for the future, but if some future autonomous robot is to be nothing more than a slave like slaves of the Ancient World (and “robot,” coined by Karel Capek in the 1920s, refers to the coerced laborer of central Europe’s feudal system; Robertson, 2007), it is a question which may need to be answered. This, however, may be a concern for a later generation, but some speculation already touches on it (McCausley, 2007; Gunkel, 2018), and a definition of “cyberlife” has been contemplated (Korzeniewski, 2001).

EDUCATION, ROBOTS, AND TEACHER

Aids to teaching and learning are not, of course, new. Textbooks, for instance, are long-standing surrogate teachers which have found wide application around the world, but no-one has concerns that children will behave like a book. Humanoid robots, however, are more active, even pro-active. Unlike the passive textbook, they can respond and adapt to each student, tailoring teaching to particular needs. There is clear evidence that they have the potential to support learning, as in teaching children about their medical conditions, developing and rehearsing learning, and testing it. They can also take on teaching roles which human teachers may find time-consuming, uncomfortable, inhibiting, or unfeasible. For example, they can patiently help a student practice a skill or procedure, practice conversation in a foreign language, or act dumb and be “taught” by the student. They can even do what a teacher would find difficult by his or her presence, as in teaching an ASD student while slowly acclimating that student to social interaction. Belpaeme et al. (2018), p. 7 provide a positive and well-evidenced evaluation of the potential of robots to enhance learning through their physical presence in the classroom. They concluded that, “Robots can free up precious time for human teachers, allowing the teacher to focus on what people still do best: providing comprehensive, empathetic, and rewarding educational experience.” But, beyond a mere division of labor, there is likely to be an increasing potential for a productive collaboration between HI and AI (Ball, 2019).

To set against this are concerns about privacy, malfunction, and perpetual surveillance. Matters of privacy and legal responsibility may be eased through legislation, although probably not eliminated. EPSRC (2011) principles for the design and manufacture of robots makes humans responsible for all that a robot does, but wants robots to be designed “as far as practicable to comply with laws, rights, and freedoms, including privacy,” a leeway criticized by Müller (2017), but one reflecting the practical limits of what is currently implementable (McCaulley, 2007)3. A fail-safe approach to robot manufacture and some form of override control may minimize malfunction effects, and time-out for the robot would give students a break from its all-seeing vigilance. There may also be concerns about robots which make decisions about what is educationally appropriate for a particular student. AI decisions may not be the same as those of a human teacher who understands a student's motives, values, and goals, and the emotions which drive the student's behaviors, and so can exercise discretion, or tune a decision to allow for these. There are also concerns about effects on habits of mind a robot may encourage. Entirely dispassionate thought is not possible for people, and, at times, it may be inappropriate for a fulfilling, rewarding life (Newton, 2018). It may result in a neglect of certain kinds of purposeful thinking (although there is the risk of that with a human teacher; Newton and Newton, 2000). There are, however, concerns about its effect on human-human interaction and relationships. Children have been observed to mimic the robot and treat it as though it is like themselves, but children in their pretend play may give certain toys human attributes, and become emotionally attached to them. Nevertheless, children
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3In this context, some refer to Asimov’s Laws of Robotics (in brief, directing that robots must serve and never harm humans), but the laws have proved to be too ambiguous to implement in current robots, and if future robots can “understand” them, they would have reached a stage where it would be unethical to apply the laws to them, as the laws would enslave such robots (see, e.g., Clarke, 2011).
generally know that their toys are not alive. Robots, however, are becoming increasingly anthropomorphic and it remains an open question how well children will discriminate between robots, animals and humans in the future. Clearly, robots can shape social behavior, as their effect on ASD students has shown, so this seems to have some foundation. In addition, technology can change and even encourage new behaviors, as with the Smart phone and immersion in some virtual worlds (e.g., Persky and Blascovich, 2006). Robots may shape the kinds of thinking that are practiced and tested, and even an inclination to think in certain ways. Belpaeme et al. (2018), p. 7 ask how far we want to delegate education to machines with the risk that “what is technologically possible is prioritized over what is actually needed by the learner.” At times, the notion of technological determinism has been a contentious one (for a discussion, see e.g., Paragas and Lin, 2016; Hauer, 2017). In this context, however, there is a danger that the capabilities of the technology could directly determine what is learned. There is also the matter of equity of access. Students in different parts of the world, and even in one region, are likely to vary in the amount and kind of access they have to digital technology, including robot teachers (see, e.g., Dimaggio et al., 2004; Pöntinen et al., 2017, or perhaps more pertinent here, to human teachers).

This should be seen in a setting of moderately positive attitudes toward robot teaching assistants, although parents and teachers are more cautious than students. This caution generally does not reflect an anti-robot attitude, and may be useful in prompting constructive thought about robot-student interaction. We should expect robots to continue to develop in capability, and adults’ concerns may be greater if the robot was the sole teacher. However, as robots become more common in the home, at work, in hospitals, and in the high street, so, too, are they likely to be accepted in the classroom. This, in itself, is not a bad thing. We must prepare children for the world in which they will live, and enable them to develop “digital literacy.” As a UK Select Committee (SCAI, 2018, p. 77) suggest: “All citizens have the right to be educated to enable them to flourish mentally, emotionally and economically alongside artificial intelligence.” Nevertheless, we should consciously decide when we will draw on a classroom robot’s potential, rather than drift haphazardly into its use.

If the benefits of AI in the classroom maximized, and potential harm minimized, teachers’ roles will need to change. It has always been easier to give more time to memorization than to understanding, and to creative, evaluative and wise thinking, but the problem today is more one of dispelling the data smog and using information wisely, than committing data to memory (e.g., Newton, 2012). In the future, competence in creative and evaluative thinking is likely to confer greater advantages than today. The balance of a teacher’s role will need to move much further in this direction (and examinations will need to do the same if they are not to undermine the move). Teachers will need to see their primary goal as developing their students’ competence in these kinds of productive thought. This, of course, requires knowledge of strategies and activities which support it, and this may involve professional development and training. But these teachers will be supported by robot assistants whose current strengths may not lie in this direction. Teachers will need to learn to use them in ways which support this move in thinking, as when they help a student acquire pre-requisite skills and understanding, assist students with a ready supply of information so they can practice creative and critical thinking, and show them unlimited patience in developing ideas, and putting them into effect through scaffolding activities. But, during this, the teacher must watch for any tendency of students to economize mental effort and leave thinking to the robot. In the process, however, we must take care that students, particularly the more vulnerable and younger students, are not adversely affected by digital technology. With such children, the teacher will have to be equally watchful for any tendencies to adopt dehumanizing robot behaviors, other than playfully. The development of an understanding and appreciation of human behavior, particularly the emotions and how they shape it remain a priority. Nevertheless, children may need to learn to interact with robots appropriately, bearing in mind that in their lifetimes, humanoid robots will become more sophisticated. Teachers plan what they will teach, but in the future, this planning will need to include the robot assistant, be more reflective about what is being learned both formally and informally, and, importantly, what is being overlooked. This oversight role of teaching may be supported by the robot’s ability to collect and maintain information about each child, and even to recommend what may be needed next, but the teacher will need to defend that data from illegitimate access. Given the speed at which AI is developing and is realized in robot form, it is surprising how little attention is being given to it by those who concern themselves with “the future of education” (e.g., BERA, 2016; DeArmond et al., 2018). The teacher’s role is, of course, culture dependent, and what is appropriate in one milieu may not be in another. This means that variations on the theme are to be expected, and some may be radical, but the presence of a robot teacher will bear upon what a teacher does and can do, wherever it is. With this caveat, we venture to offer a code of practice for teaching with robots.

Before enlisting the help of a robot teacher, a school should develop a policy on its use which should be reconsidered from time to time, and especially when that robot is supplemented or replaced by a more capable robot. This should include a code of practice. Suggested by the above account and relating to current classroom robots, we offer the following:

**A Code of Practice**

1. There should be a collective judgement of the suitability of the assumptions, values and beliefs reflected in the robot’s teaching, and also about matters that should be reserved for the human teacher.

2. A human teacher should be responsible for arranging and managing the learning environment, and for the kinds and quality of teaching and learning which takes place.

---

*We thank those colleagues and practicing teachers who kindly commented on summaries of the article and drafts of this Code of Practice.*
3. A human teacher should be present when a robot teacher is in use.
4. Care should be taken to ensure that data collected by the robot or human teacher is secure, and is maintained only for the minimum length of time it is needed, after which it is destroyed.
5. Decisions taken by a robot about teaching and learning should be monitored and, if judged inappropriate, changed at the teacher's discretion.
6. Younger children should not interact only or predominantly with a robot teacher; an upper limit of time in robot-human interaction should be imposed.
7. The teacher should ensure that young children see, experience, and reflect on human-human interaction in ways which illustrate its nature, and exercise the skills of interpersonal behavior.
8. The teacher should ensure that children interact with robot teachers appropriately.
9. Care should be taken to discourage a habit of shallow thinking arising from robot use, or of leaving thinking and decisions to the robot teacher.
10. Care should be taken to ensure that children exercise a wide range of thought in the classroom, giving due weight to higher levels of purposeful thinking and to thinking dispositions, and for which the human teacher should be largely responsible.

Teacher identity, or what it means to be a teacher, is an evolving complex collection of personal roles, behavioral norms, and social and cultural expectations. The Code of Practice, as a collection of expected roles and norms of behavior, would influence a teacher's professional sub-identity relating to working with robots. Roles centered upon the student-teacher relationship are a main feature of teacher identity. Of particular relevance are behavioral norms associated with the expression of emotions. For instance, in some educational systems a steering, friendly, and understanding teacher is generally seen as more appropriate than an uncertain, reprimanding, dissatisfied teacher. The Code of Practice recommends that the nature of human-human and robot-human interaction becomes a conscious concern. At the same time, some human teachers may need to concern themselves less with their students' acquisition of information, routines and procedures and more with developing their competence in open-ended kinds of thinking. And examinations need to reflect this if they are not to impede such a change. But overarching this is the need for teachers to be managers of teaching and learning, creative providers of learning experience, and imaginative users of available resources (including themselves) to meet the needs of their students in a digital age. Of course, where the emphases lie may vary with student age. Whatever the phase of education, the robot may present dilemmas, but it also has the potential to free teachers so they can think more about the kinds of learning (formal and informal), the direction they should take, and the particular needs of individuals. This probably represents the main change in teacher identity that soon may be needed.

CONCLUSION

GRIN technologies (genomics, robotics, information, and nanotechnologies) are changing the way we learn, play, work, and interact. Role teachers offer opportunities but also challenges for teachers, unlike the classroom aids of the past. On the one hand, they make new ways of teaching and learning possible, and their presence helps to prepare children for a world of AI-enabled products with which they will have to interact daily. On the other hand, robots may degrade human interaction, encourage laziness in thinking, and narrow what is exercised to what robots can do. Their novelty is attractive, but there are understandable reservations about their use in the classroom. There is a danger that we will drift into the future without forethought about how to use and not use robot teachers. With robots present, human teachers' roles will need to change in order to maximize the benefits while minimizing the detriments. At times, this should go beyond a simple division of labor between teacher and robot (HI and AI), to include collaborative teaching between HI and AI when, together, they produce a more effective learning experience for the students, and illustrate HI/AI collaboration, modeled by the teacher. Working with highly sophisticated robots is likely to bring about a change in teacher identity, moving it from a largely solitary responsibility for students' learning toward a more or less joint enterprise, but one in which the human teacher has oversight of and manages the teaching. In the foreseeable future, robot teachers are likely to have a significant impact on teaching.

As we move into this new world, human teachers will probably need training to work with robot teachers and in AI/HI collaboration in the classroom, and they and their trainers should reflect on its pros and cons. This should be informed by research. For instance, teachers need to know how children's relationships with robot teachers change over time and with use. Some tools which may lend themselves to such research are emerging (e.g., Spirina et al., 2015), but teachers would also find clues to evolving relationships and the development of children's personal identities useful in the classroom. We often see research about how to support learners' engagement with new technologies. This is not a bad thing as it prepares children for the world in which they will live. But we also need research on when not to use a particular kind of digital technology, and on how to teach children (and adults) to use such technologies with discernment and discretion. The growing capabilities of AI also bring with them matters of ethics that need to be addressed and monitored. There needs to be collaboration between, for instance, robot engineers,
programmers, teachers, sociologists, and ethicists to ensure that rights are observed, and cultural and ideological matters considered effectively.

Humanoid robot teachers have the potential to make a useful contribution in the classroom, and they will become more autonomous and more capable over time, but they do not think and feel like people. Those who work with them will need to think in different ways about what they do. But one thing they should bear in mind is the need for children to learn to be human (Macmurray, 2012).

The Code of Practice and reflection on teachers’ roles and identities offered here is intended to support that forethought and preparation.
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