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Abstract — Frequency shift islanding detection methods have been widely used in inverter-based distributed generations. Two representatives of such methods, Sandia frequency shift (SFS) and reactive current perturbation (RCP) methods, are investigated in this paper. The investigation reveals two main issues with these two methods, i.e., parameter selection scheme for positive feedback gain and current static error. The current parameter selection scheme, in particular, is considered unreliable and inconvenient in this paper, for it has not considered the weakening effect of PI regulators on positive feedback and the positive feedback gain is actually obtained by trial and error, which makes it difficult to use such methods well in field environments. In view of these issues, this paper proposes a solution that contains an improved method to eliminate current static error and a reliable and convenient parameter selection scheme based on system stability analyses. The final simulations and experiments verify the good performance of the improved method and the parameter selection scheme.
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I. INTRODUCTION

With the development of inverter-based distributed generation (DG), the relevant measurement and control technology has achieved great progress. As a fault diagnosis function, islanding detection is indispensable in DG and has attracted more and more attention. Various islanding detection methods have been proposed. In general, these methods are categorized as remote methods and local methods, the latter of which are divided into passive methods and active methods. As active methods have a smaller non-detection zone (NDZ), they have been the mainstream methods. This paper will discuss frequency shift islanding detection methods, which are a major type of active method.

Active methods perturb the output currents or voltages of DG units, and judge an island event according to the resultant responses afterwards. As for frequency shift methods, two common ones were Sandia frequency shift (SFS) and slip-mode (SM) methods, which were aimed at perturbing the output current phases of inverters [1], [2]. By comparison, [3]–[7] perturbed reactive currents. [5] indicated that such methods could decouple the current control, which partially solved the problems with SFS and SMS methods, while [7] revealed a critical problem that SFS and SMS methods could not be used under non-unity power factor (non-UPF) control. [8]–[10] perturbed reactive power, which was similar to perturbing reactive currents in principle. [11] and [12] concentrated on the parameter selection issue with the SFS method to reduce NDZ. [13] improved the perturbation mode of the SMS method to mitigate the effect on current. [14] proposed a new parameter design criterion for the SFS method, which improved the conventional design criteria to a certain extent.

Apart from this, other types of islanding detection methods have also attracted many studies. As current injection methods, [15] and [16] monitored the changes of voltage and network impedance, respectively, which were used as the indices for islanding detection. [17] pointed out a misjudgment problem with the irregular current injection methods and proposed a solution. [18] and [19] belonged to the passive methods, which measured the network impedance passively and employed the wavelet theory, respectively. It was noteworthy that due to the maturity of the theory of signal processing and artificial intelligence and widespread use in other fields, substantial passive methods employing them were emerging [20]–[22]. [23] was a remote method, which judged island events by means of the data collected by phasor measurement units. Recently, islanding detection in DC-grid was studied, although it seemed that the islanding detection was simpler in DC-grid than in AC-grid [24], [25]. Moreover, some hybrid approaches that integrated multiple different methods were also studied [1], [26], [27]. Such hybrid approaches were indeed more dependable, despite the complexity.

Although frequency shift methods have been improved from various angles, two issues, i.e., parameter selection and current static error, still need to be further studied.

Firstly, the existing parameter selection scheme is unreliable and inconvenient. The perturbations from these methods were generally integrated into the control loops. The influence of the generation control on the perturbations was usually overlooked.
before, while in fact the control system would treat the perturbations as interference and suppress them, which would weaken the perturbation effect undoubtedly. Therefore the derived selection schemes for the positive feedback gain, which was related to the perturbation, were unreliable. The existing selection schemes determined a minimum rather than a proper value for the positive feedback gain, and [28] indicated that the positive feedback gain should be restricted for the power system stability. Consequently, a moderate positive feedback gain could only be obtained via a trial and error procedure, whose simple flow chart is shown in Fig. 1. As a parameter selection scheme, this trial and error was very inconvenient in applications.

A. SFS Method and Its Problems

1) Principle Introduction: As shown in Fig. 2, (1) is true in an island condition (i.e., S₃ tripped off).

\[
\begin{align*}
    P_{\text{inv}} &= P_{\text{load}} = 3U^2/(2f) \\
    Q_{\text{inv}} &= Q_{\text{load}} = 3U^2/[1/((2\pi\text{f}\text{act}\cdot L)) - 2\pi\text{f}\text{act}\cdot C]/2
\end{align*}
\]

where \(P_{\text{inv}}\) and \(Q_{\text{inv}}\) are the output active power and reactive power of the inverter, respectively; \(P_{\text{load}}\) and \(Q_{\text{load}}\) are the load active power and reactive power, respectively; \(R, L\) and \(C\) represent the load; and \(U\) and \(\text{f}\text{act}\) are the actual voltage amplitude and frequency at the point of common coupling (PCC), respectively.

Furthermore, the existing frequency shift methods will result in current static errors, which were not valued in literature. Although these static errors were small, they indeed degraded the quality of current control.

In view of the above problems, this paper proposes a reliable and convenient parameter selection scheme and an improved frequency shift method, which can generally eliminate the current static errors. Even though [11] also addressed the mentioned parameter selection issue, it will be seen that the scheme proposed in this paper is much easier to realize, for it requires less software and hardware and can even run on a host computer.

This paper is organized as follows. Section II introduces two representative frequency shift methods and reveals their problems. Then section III proposes an improved islanding detection method and a parameter selection scheme. Sections IV and V test and validate the previous analyses by simulations and experiments, respectively. Finally, a conclusion is drawn.

II. TWO REPRESENTATIVE FREQUENCY SHIFT ISLANDING DETECTION METHODS AND THEIR PROBLEMS

Some early literature has revealed that a parallel \(R, L, C\) load model is more likely to cause a failed islanding detection [29], [30]. IEEE Std 1547.1-2005 has used such a load as the test model [31]. Thus, it is the default load in this paper. A general DG diagram is shown in Fig. 2. As classic inverter-based frequency shift methods, the SFS and reactive current perturbation (RCP) methods are chosen as the representatives to be analyzed in this paper.

A. SFS Method and Its Problems

1) Principle Introduction: As shown in Fig. 2, (1) is true in an island condition (i.e., S₃ tripped off).

\[
\begin{align*}
    P_{\text{inv}} &= P_{\text{load}} = 3U^2/(2f) \\
    Q_{\text{inv}} &= Q_{\text{load}} = 3U^2/[1/((2\pi\text{f}\text{act}\cdot L)) - 2\pi\text{f}\text{act}\cdot C]/2
\end{align*}
\]

According to the relationship shown in (4), where \(\text{θ inv}\) is the angle by which the output current of the inverter leads the PCC voltage, \(\text{f}\text{act}\) can also be represented as (5).

\[
\text{θ inv} = \text{Q inv}/P_{\text{inv}} \\
\text{f}\text{act} = \text{f}\text{0}(\sqrt{4\text{Q}^2_{\text{inv}} - \text{Q}\text{inv}^2})/(2\text{Q}_{\text{inv}}) \\
\text{f}\text{act} = \text{f}\text{0}(\sqrt{4\text{Q}^2_{\text{inv}} + \text{Q}\text{inv}^2})/(2\text{Q}_{\text{inv}}) \\
\text{f}\text{act} = \text{f}\text{0}(\sqrt{4\text{Q}^2_{\text{inv}} + \text{Q}\text{inv}^2 + \text{Q}\text{inv}^2})/(2\text{Q}_{\text{inv}})
\]

Equation (5) shows that the perturbation to \(\text{θ inv}\) can lead to a deviation of \(\text{f}\text{act}\). The SFS methods are just based on this, whose implementation schemes are shown in Fig. 3, where there is the equation below according to the decoupling control scheme mentioned in [32].

\[
\text{L}\text{f} = \text{L}\text{f}_{\text{inv}} + \text{L}\text{f}_{\text{grid}}
\]

\(\text{θ}\) represents the perturbation angle and is set as (6) [32], [33].

\[
\text{θ f} = [\text{cf}\text{0} + \text{kSFS}(f - f_{\text{g}})]\pi/2
\]

where \(\text{cf}\text{0}\) is an initial chopping fraction; \(\text{kSFS}\) is a positive feedback gain; \(f_{\text{g}}\) is the nominal frequency of a grid; and \(f\) is the frequency measured by a phase-locked loop (PLL).

2) Problems with the SFS Method: Although the SFS method has proven to be very efficient for islanding detection, the four problems below still exist [34].

a) There is currently no reliable and convenient selection scheme for positive feedback gain. Some literature derived the design criteria for positive feedback gain [35], [36]; however,

Fig. 2. Inverter-based DG

From (1) and the definitions of load quality factor \(Q_l\) and resonant frequency \(f_0\) shown in (2), (3) can be derived.

\[
\begin{align*}
    Q_l &= R\sqrt{C/L} \\
    f_0 &= 1/(2\pi\sqrt{LC})
\end{align*}
\]

**Fig. 1. A simple trial and error procedure**
under constant power control (see Fig. 3(a)) they did not consider the weakening effect of the power PI regulators on the positive feedback, for PI regulators can suppress the interference in their control loops [37]. This is why an islanding detection is more difficult under constant power control than under constant current control [33]. In other words, these design criteria are not reliable. Additionally, for positive feedback gain, [35] and [36] only gave the minimum, while [28] indicated that it should not be too large. Hence, in reality, whether under constant power control or under constant current control, the positive feedback gain can only be obtained by trial and error. If one of the other parameters of the DG unit changes, the positive feedback gain may need to be updated through trial and error again. This is very inconvenient in the field environment for both users and service personnel, because islanding detection tests require some special equipment that is generally not equipped in the field environment.

b) The SFS method is no longer practicable under non-UPF control, which has been analyzed in detail in [7].

c) There is coupling between active current and reactive current control due to the inverse Givens transformation on the reference currents, i.e., $i_{dref}$ and $i_{qref}$ to $i_d^*$ and $i_q^*$ in Fig. 3, which may damage the current control performance.

d) Under constant current control, both the active current $i_d$ and reactive current $i_q$ have static errors due to the aforementioned coupling. From Fig. 3(b) it can be seen that the actual current $i_d$ and $i_q$ track $i_d^*$ and $i_q^*$, rather than $i_{dref}$ and $i_{qref}$ that should have been tracked. When the frequency error (including fluctuation and measurement error of the frequency) is considered, $i_{dref}$ and $i_{qref}$ may be not equal to $i_d^*$ and $i_q^*$. In other words, the inverter did not realize constant current under constant current control.

B. RCP Method and Its Problems

Under grid-voltage-oriented control, (7) is true. By substituting (7) into (3), (8) can be derived.

$$\begin{align*}
P_{\text{in}} &= 3u_{d}i_d/2 \\
Q_{\text{in}} &= -3u_{q}i_q/2 \\
f_{\text{act}} &= f_0(\sqrt{4Q_{\text{in}}^2i_d^2 + i_q^2 + b_0}/2Q_{\text{in}}i_d)
\end{align*}$$

Equation (8) means that a perturbation to $i_q$ can also lead to a deviation of $f_{\text{act}}$. Consequently, the RCP method comes into being, which has been proposed in [4] and [5] and is an improvement on the SFS method. Specifically, the reformation is shown in Fig. 4. According to [4] and [5], the basic form of the reactive current perturbation is

$$i_{\text{per}}(f) = k_{\text{RCP}}(f - f_0)$$

where $k_{\text{RCP}}$ is a positive feedback gain.

![Fig. 4. Reformation of RCP method to SFS method](image)

However, the RCP method has not overcome all the problems with the SFS method. There are still the two problems below.

a) The first problem with the SFS method shown in subsection II-A2 still exists.

b) There is still a static error with the reactive current under constant current control, for $i_{dref}$ and $i_{qref}$ may be not equal to $i_d^*$.

Throughout the problems with the above two representative methods, the first problem of the two methods requires finding a reliable and convenient parameter selection scheme, whereas the other problems are caused by the principle of the two methods and thus there is no available remedy other than a fundamental improvement. We will address these problems in the next section.

III. AN IMPROVED ISLANDING DETECTION METHOD AND A RELIABLE AND CONVENIENT PARAMETER SELECTION SCHEME

A. Improved Method

According to the analysis in section II, the root cause of the current static errors is that the reference currents are perturbed. From this, we move the reactive current perturbation into the current loop, which is an important reformation to the RCP method, as shown in Fig. 5(a). The control block diagrams are shown in Figs. 5(b) and 5(c). $D_{\text{per}}(f)$ is set to

$$D_{\text{per}}(f) = k_{\text{pg}}(f - f_0)$$

![Fig. 3. Block diagrams of SFS method. (a) Constant power control. (b) Constant current control. (c) Acquisition of the related parameters](image)
where $k_{pg}$ is a positive feedback gain. $D_{i_{\text{per}}}(f)$ is actually a perturbation to the rate of change of reactive current, for the output of the reactive current PI regulator represents $L(t\frac{di_q}{dt})$ and $L$ is a constant.

In the improved method, $i_d$ and $i_q$ track $i_{d\text{ref}}$ and $i_{q\text{ref}}$, respectively. Accordingly, in theory, there will not be any current static error. On the other hand, since a PI regulator can suppress the interference, especially the constant component ($0$ Hz) thereof, in its control loop, the improved method will be immune to the constant error of frequency. Besides that, the improved method inherits all the advantages of the RCP method.

B. Reliable and Convenient Parameter Selection Scheme

As the perturbation from the improved method is in the current loop and does not affect the reference current, the positive feedback gain cannot be selected on the basis of the design criteria in [35], [36] any longer. In view of this, and in order to take into account the weakening effect of PI regulators on positive feedback, a new parameter selection scheme will be proposed in this subsection. This scheme is based on the idea that the perturbation $D_{i_{\text{per}}}(s)$ should make the inverter system stable in grid-connected conditions and unstable in island conditions.

1) Constant Current Control in A Grid-Connected Condition: A system block diagram can be derived from Fig. 5(c), as shown in Fig. 6(a) [32]. Thereupon, the small signal model based on the perturbation can be derived from Fig. 6(a), as shown in Fig. 6(b).

From Fig. 6 it can be seen that the small signal model and the original system (i.e., Fig. 6(a) without the perturbation) have the same open-loop transfer function, which means that they possess the same stability according to the Nyquist stability criterion. In other words, the small signal model is stable since the original system must be stable, and thus the system represented by Fig. 6(a) is always stable.

2) Constant Current Control in an Island Condition: With regard to islanding detection, only the scenarios with small voltage and frequency variations in an island condition, i.e., close to power matching, are studied, for such islands cannot be detected by relay protection. Due to the small variations in voltage and frequency, in an island condition the block diagram is similar to Fig. 6(a) except that $D_{i_{\text{per}}}(s)$ is already associated with $i_q(s)$, which will be shown later. To be able to analyze in the s-domain, (8) must be linearized. In order to simplify the analysis, $i_d$ can be seen as a constant $I_{d0}$ considering that it is not perturbed intentionally, and the steady-state operating point of $i_q$ is seen as $I_{q0}$. Thereupon, the linearization of (8) is

$$
\begin{align}
\Delta f_{\text{act}} &= k_{\text{pl}P} \Delta f \\
\Delta i_q &= k_{\text{pl}I} (1 + \frac{L_{out}}{L_q} + \frac{1}{2Q^2 I_{d0}})
\end{align}
$$

(11)

where $\Delta f_{\text{act}}$ and $\Delta i_q$ are the variations of $f_{\text{act}}$ and $i_q$ around the steady-state operating points, respectively. According to the principle of PLL, between $f_{\text{act}}$ and $f$ there is the relationship shown in Fig. 7, where $K_{\text{pl}P}$ and $K_{\text{pl}I}$ are the parameters of PLL regulator; and $\Delta \omega_{\text{act}}$ and $\Delta \omega$ are the variations of actual and measured angular frequencies around the steady-state operating points, respectively [38].

Thus, the transfer function between $\Delta f_{\text{act}}$ and $\Delta f$ can be derived as follows.

$$
W_{\text{PLL}}(s) = \frac{2\pi \Delta f}{2\pi \Delta f_{\text{act}}} = \frac{U(K_{\text{pl}P}s + K_{\text{pl}I})}{s^2 + UK_{\text{pl}P}s + UK_{\text{pl}I}}
$$

(12)
As for the small signal model on (10), there is
\[ \Delta I_{q, \text{Prf}} = k_{pg} \Delta f \]  
(13)

Accordingly, by combining (11)-(13), the small signal model for \( \Delta i_q \) is drawn in Fig. 8.

Fig. 8. Small signal model for the reactive current in an island condition

The transfer function of this small signal model \( W_{iq, \text{isl}}(s) \) is shown in (14).

According to automatic control theory, if a system is stable, the coefficients of its characteristic polynomial are of the same sign and not zero. Consequently, by observing the denominator of \( W_{iq, \text{isl}}(s) \), i.e., the characteristic polynomial, it can be derived that if the coefficient of \( s \) or \( s^2 \) is non-positive, the system represented by Fig. 8 must be unstable, from which the requirement for \( k_{pg} \) can be derived, as shown below.

\[ k_{pg} \geq \frac{K K_{dl} K_{l III} U + K_{l II} I U + K K_{dl}}{K K_{l III} U h_{q, f}} \text{ or } k_{pg} \geq \frac{K_{dl} K_{l III} + K_{l II} K_{dl}}{K_{l III} h_{q, f}} \]

It should be noted that in the case of near-power matching, \( I_{d0} \) must be a positive value since it is close to the load active current. Thus, \( k_{q, f} \) is also a positive value according to (11), by which the above inequalities are obtained. In order to mitigate the amplification effect on the frequency error, theoretically, \( k_{pg} \) should take the smaller one of the boundary values of the two inequalities above. However, the small signal model shown in Fig. 8 is based on some approximations, and thus, to obtain a certain instability margin, \( k_{pg} \) should be larger than the smaller boundary value. Accordingly, a compromise that takes the average of these two boundary values is adopted. And in order to facilitate practical applications, \( k_{q, f} \) is based on the most common scenario, i.e., unity power factor (UPF) control, by which there is the equation below from (11).

\[ k_{q, f} = f_{o}(Q_{inv(t)}) \]

Thereupon, under constant current control \( k_{pg} \) is set to
\[ k_{pg} = \frac{Q_{inv}[U_{n M}(K K_{dl} K_{l III} + 2 K K_{l II} K_{dl} K_{dl})]}{U_{n M} K K_{l III} K_{l III} f_{g}} \]

where \( U_{n M} \) is the amplitude of the rated voltage of the inverter, i.e., the maximum of \( U_{d0} \), and substitutes for \( U \) due to the fact that the voltage is not perturbed intentionally by frequency shift methods and can be always seen as the rated voltage; \( I_{n M} \) is the amplitude of the rated current of the inverter (i.e., the maximum of \( I_{d0} \), and substitutes for \( I_{d0} \) in order to keep the \( K_{09} \) large enough in all situations; \( f_{g} \) substitutes for \( f_{o} \) considering that under UPF control and power matching conditions \( f_{g} \) is equal to \( f_{g} \); \( Q_{inv} \) can be set to the value specified in some standards, e.g., 1 in [31]; and \( K \) can be expressed as

\[ K = \frac{U_{\text{BASE}}}{I_{\text{BASE}}} \]

where \( U_{\text{BASE}} \) and \( I_{\text{BASE}} \) are the base values to the voltage and current per-unit value, respectively.

3) Constant Power Control in a Grid-Connected Condition: Frequency shift methods are only aimed at shifting frequency. Thus, \( u_{d} \) can be seen as \( U_{n M} \), i.e., a constant. According to (7), the Laplace transformation of \( Q_{inv} \) is

\[ Q_{inv}(s) = -3 U_{n M} I_{q}(s)/2 \]

Thus, the system block diagram can be drawn in Fig. 9(a), where \( W_{iq, \text{grid}}(s) \) represents the block diagram in Fig. 6(a). The small signal model based on the perturbation can be obtained from Fig. 9(a), as shown in Fig. 9(b).

Fig. 9. System block diagram under constant power control and a grid connected condition. (a) Block diagram with a perturbation. (b) Small signal model based on the perturbation.

In the same way as subsection III-B1, it is found that this small signal model and the original system have the same characteristic polynomial. Consequently, the system represented by Fig. 9(a) must be stable.

4) Constant Power Control in an Island Condition: The small signal model is shown in Fig. 10 where \( W_{iq, \text{isl}}(s) \) represents the block diagram in Fig. 8.

By means of (14), the system transfer function of this small signal model \( W_{iq, \text{isl}}(s) \) can be obtained, as shown in (16). Accordingly, by following the approach in subsection III-B2, under constant power control \( k_{pg} \) is set as (17) to make the system unstable.
As mentioned above, the parameter selection scheme finally comes down to two algebraic expressions, i.e., (15) and (17), which means that the obtainment of $k_{pg}$ only needs algebraic computation. Since all the PI parameters are involved in (15) and (17), the effect of PI regulators on positive feedback is considered. Thus the parameter selection scheme is reliable.

The PI parameters, e.g., $K_iP$, $K_{PLL}P$, ..., can be tuned as in the regular control algorithm where there is no islanding detection method, for in grid-connected conditions the improved method only causes a small perturbation to the reactive current control. Since the parameters in (15) and (17) are either determined (e.g., $Q_f$, $f_g$, $I_{inM}$, $L_f$, $K_i$, etc.), or have been tuned in advance (e.g., $K_iP$, $K_{PLL}P$, etc.), the parameter selection scheme is convenient enough to be implemented on a host computer, which reduces the computational burden of the microcontroller unit in which the control algorithm runs.

From (15) and (17) it can be seen that $k_{pg}$ can be updated along with the variations of the parameters of inverters, filters and loads. Thus, the improved method (adopting the proposed parameter selection scheme) will not be affected by the variations of these parameters and will have a good environmental suitability. Furthermore, SFS and RCP methods are to lead to a power mismatch to achieve a frequency deviation, whereas the improved method is aimed at causing a system instability, by which frequency deviation is only one of the results. Since SFS and RCP methods do not pursue a system instability, the frequencies may tend to stabilize before passing the limit, which is the direct reason for the NDZ. Therefore, for the improved method, there is theoretically no NDZ due to the system instability after island events.

In summary, the improved method eliminates the source of the current static error, and the parameter selection scheme yields a specific value for the positive feedback gain and needs no trial and error. Accordingly, the mentioned problems with the existing frequency shift methods are overcome. Table I demonstrates a comprehensive comparison between SFS, RCP and the improved methods.

### Table I

<table>
<thead>
<tr>
<th></th>
<th>SFS</th>
<th>RCP</th>
<th>Improved Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is there a reliable and convenient parameter selection scheme?</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Is it practicable under non-UPF control?</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Are active current and reactive current control decoupled from each other?</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Can the active current be controlled without a static error?</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Can the reactive current be controlled without a static error?</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

## IV. Simulation

The simulation platform is based on Matlab/Simulink, as shown in Fig. 11, where there is a 30 kW three-phase inverter equipped with an LCL filter and a 380 V/220 V grid-connected transformer.
Through parameter tuning, the parameters of the inverter are set to the values shown in Table II. Since the larger the $Q_r$, the harder the islanding detection is, the load is designed to be with a $Q_r$ of 2.5 rather than 1 [39].

A. Current Errors Validation

The simulations in this subsection are based on constant current control. According to (6), (9), (10) and (15), the parameters of the three mentioned methods are set as

$$
\theta_i = [c_f + 0.2(f - 50)]/2, \quad \theta_i = 0 \text{ or } 0.01 \\
\hat{D}_{s,ref}(f) = 28(f - 50) \\
\hat{D}_{q,ref}(f) = 291(f - 50)
$$

A frequency error that contains a constant positive component and an alternating component is assumed and is set to

$$
f_{err} = [0.02 + 0.035 \sin(20\pi t)] \text{ Hz}
$$

Thereupon, $f_{err}$ can be illustrated in Fig. 12, and the simulation results are shown in Fig. 13.

![Fig. 12. Frequency with a hybrid error](image)

In Fig. 13, although there are reactive current static errors with all the three methods, the static errors resulting from the SFS method are evidently larger, about $0.7A + 1.3A$ peak (i.e., the constant portion $0.7A$ + the alternating portion with an amplitude of $1.3A$) and $2.4A + 1.3A$ peak for the conditions with $c_f = 0$ and $c_f = 0.01$, respectively, which also indicates that a non-zero $c_f$ will intensify such errors in some cases. The reactive current static errors with the RCP and the improved methods are about $0.5A + 1.1A$ peak and $0.9A$ peak, respectively. Although the errors with both the methods are smaller, only the improved method eliminates the constant portion of the error, which means that from an average point of view the reactive current has no error.

B. Evaluation of the Improved Method and the Parameter Selection Scheme Based on IEEE Std 1547.1-2005

A normal frequency range depends on the local grid codes and is set to [48 Hz, 50.5 Hz] in this paper. According to (10) and (17), under constant power control $D_{s,ref}(f)$ is set to

$$
\hat{D}_{s,ref}(f) = 545(f - 50)
$$

An island is formed by disconnecting the $S_0$ in Fig. 11 at 0.6 s. The simulation results are shown in Fig. 14. Once the frequency passes the limit, i.e., above 50.5 Hz or below 48 Hz, a trip signal will be produced. The cases with longer trip time (i.e., the time between an island event and the corresponding trip signal) are shown in Table III, where $P$ and $P_{slc}$ are the load active power and inductive reactive power, respectively. As for the cases with shorter trip time, where $P = 100\%$, $P_{slc} = 95\%-98\%$ and $P_{slc} = 105\%-102\%$, their simulation results are shown on the left side of Fig. 14.

According to Fig. 14, after the island events occurring at 0.6 s, the frequencies in all cases begin to be destabilized and finally deviate from the normal range. The longest trip time is from case 1, about 0.1 s, which infers that islanding detection will be the most difficult under the condition of case 1. When $P$ is a constant, the trip time decreases as $P_{slc}$ moves away from 100\% (i.e., completely power-matching); when $P_{slc}$ is a constant (e.g., cases 1, 4, 7), the trip time decreases as $P$ moves down from 100\%. In IEEE Std 1547.1-2005, $P$ actually also represents the ratio of the inverter power to its rated power. Therefore, these results indicate that for the improved method, both a higher power-matching degree and a larger inverter power will bring about a more difficult islanding detection. However, Fig. 14 shows that every island can be detected within much less than 2 s, which entirely satisfies IEEE Std 1547.1-2005 and therefore demonstrates the effectiveness of both the improved method and the parameter selection scheme.

V. Experiment

The experimental plant is the same as that shown in Fig. 11 except that the rated power of the inverter is 3 kW, the filter is a single-L and the transformer ratio is 380 V/190 V. A DSP (TI F28335) is used as the control core. There is no extra hardware cost for the improved method. The related parameters are shown in Table IV.
A. Current Errors Validation

Under constant current control, the perturbations of the three mentioned methods are set as follows.

\[ \theta_1 = [c f_0 + 0.2(f - 50)] \pi/2, \quad c f_0 = 0 \text{ or } 0.01 \]
\[ i_{\text{pert}}(f) = 0.494(f - 50) \]
\[ D_{\text{pert}}(f) = 0.494(f - 50) \]

As regards the frequency error, there has been a little fluctuation in the measured frequency, and besides that, a constant error of -0.02 Hz is artificially added to the measured frequency, which only affects the perturbations. The final frequency waveform is shown in Fig. 15. and the experimental results are shown in Fig. 16.

In Fig. 16, for the SFS method, although the reactive current static errors are smaller, the active currents have obvious static errors, about 0.2A peak and 0.2A + 0.2A peak for the conditions with \( c f_0 = 0 \) and \( c f_0 = 0.01 \), respectively, which are undesirable in generation. There are still only reactive current static errors with the RCP and the improved methods, about 0.3A + 0.5A peak and 0.5A peak, respectively. Thus, in contrast, still only by applying the improved method, there is no error with the active current and only alternating error with the reactive current.

B. Performance of the Improved Method and the Parameter Selection Scheme

From the previous simulation results, islanding detection is more difficult in the cases of power matching (i.e., with longer trip time). Thus, such three cases whose power level is the same as that of the cases 1, 4 and 7 shown in Table III are
tested. \( D_{i\text{per}}(f) \) is set as follows according to (10) and (17).

\[
D_{i\text{per}}(f) = 0.686 \ (f - 50)
\]

![Fig. 16. Actual active and reactive currents (\( i_{d\text{ref}} = 3A \) and \( i_{q\text{ref}} = -12A \)). (a) SFS method with \( c_{f0} = 0 \). (b) SFS method with \( c_{f0} = 0.01 \). (c) RCP method. (d) Improved method.](image)

The experimental results are shown in Fig. 17. In order to clearly show the moment when the frequency passes the limit, the displayable frequency range is set to [47.8 Hz, 52.2 Hz] for the oscilloscope, which both contains the normal frequency range and is not too wide.

From the experimental results in Fig. 17, we can see that all the frequencies rise sharply and pass the upper limit (i.e., 50.5 Hz) in 0.01 s after the island events, by which the islands are detected quickly and then the inverter halts itself.

In conclusion, the experimental results verify the performance of the improved method, and show that the proposed parameter selection scheme is reliable and, since there is no trial and error, it is also convenient.

VI. CONCLUSION

A solution aimed at parameter selection and current static error issues with frequency shift islanding detection methods is proposed in this paper. It includes an improved method and a reliable and convenient parameter selection scheme for positive feedback gain. On the one hand, the improved method removes the source of current errors, by which there is no error with the active current, and the reactive current also has no error from an average point of view. On the other hand, the parameter selection scheme which is based on system stability analyses considers the weakening effect of the PI regulator on the positive feedback and does not require trial and error. Thus, the work in this paper makes such islanding detection methods more applicable in practice, especially in field environments.

Although the improved method is suggested, the users that still plan to use the present frequency shift methods can follow the idea in this paper to derive the applicable parameter selection scheme in their methods.
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Fig. 17. Frequencies before and after the island events. The power level of (a) – (c) is the same as that of the cases 1, 4 and 7 shown in Table III, respectively, f_max = 52.2 Hz is the maximum value that can be displayed on the oscilloscope.