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Abstract
Many computational problems arising in artificial intelligence, computer science and elsewhere can be represented
as constraint satisfaction and optimization problems. In this short survey we discuss an approach that is related to the
algebraic component of multiple-valued logic and that has proved to be very successful in studying the complexity of
constraint satisfaction.

1. Constraint Satisfaction Problems

The constraint satisfaction problem (CSP) is a powerful general framework in which a variety of combinatorial
problems can be expressed [12, 31, 32, 44]. The aim in a constraint satisfaction problem is to find an assignment
of values to the variables subject to specified constraints. In artificial intelligence, this framework is widely
acknowledged as a convenient and efficient way of modelling and solving a number of real-world problems such
as planning [26] and scheduling [45], frequency assignment problems [16] and image processing [34], programming
language analysis [35] and natural language understanding [1]. In database theory, it has been shown that the
key problem of conjunctive-query evaluation can be viewed as a constraint satisfaction problem [19, 30]. Furthermore,
some central problems in combinatorial optimization can be represented as constraint problems [12, 28]. Finally, CSPs
have attracted much attention in complexity theory because various versions of CSPs lie at the heart of many standard
complexity classes, and because, despite their great expressiveness, they tend to avoid “intermediate” complexity; that
is, they tend to be either tractable or complete for standard complexity classes [12, 17]. On a more practical side,
constraint programming is a rapidly developing area with its own international journal and an annual international
conference, and with new programming languages being specifically designed (see, e.g., [32]).

The standard toy example of a problem modelled as a constraint satisfaction problem is the 8-queen problem:
place eight queens on a chess board so that no queen can capture any other one. One can think of the horizontals of
the board as variables, and the verticals as the possible values, so that assigning a value to a variable means placing a
queen on the corresponding square of the board. The fact that no queen must be able to capture any other queen can
be represented as a collection of binary constraints \( C_{ij} \), one for each pair of variables \( i, j \), where the constraint \( C_{ij} \)
allows only those pairs \( (k, l) \) such that a queen at position \( (i, k) \) cannot capture a queen at position \( (j, l) \). It is easy to
see that every solution of this constraint satisfaction problem corresponds to a “legal” placing of the 8 queens.

Now let us give a formal definition of the CSP.

Definition 1 An instance of a constraint satisfaction problem is a triple \((V, D, C)\) where

- \( V \) is a finite set of variables,
- \( D \) is a set of values (sometimes called a domain), and
- \( C \) is a set of constraints \( \{C_1, \ldots, C_g\} \),

in which each constraint \( C_i \) is a pair \((s_i, \rho_i)\) with \( s_i \)
a list of variables of length \( m_i \), called the constraint
scope, and \( \rho_i \) an \( m_i \)-ary relation over the set \( D \) called
the constraint relation.

The question is whether there exists a solution to \((V, D, C)\),
that is, a function from \( V \) to \( D \) such that, for each constraint
in \( C \), the image of the constraint scope is a member of the
constraint relation.
In this paper we consider only CSPs with a finite domain of values, so we will always assume that $D = E_k = \{0, 1, \ldots, k - 1\}$, $k \geq 2$. Now we give some examples of natural problems and their representations as CSPs.

**Example 1** An instance of the standard propositional SATISFIABILITY problem [18, 36] is specified by giving a formula in propositional logic, that is, a conjunction of clauses, and asking whether there are values for the variables which make the formula true.

Suppose that $\Phi = \phi_1 \land \cdots \land \phi_n$ is such a formula, where the $\phi_i$ are clauses. The satisfiability question for $\Phi$ can be expressed as the instance $(V, E_2, C)$ of CSP, where $V$ is the set of all variables appearing in the clauses $\phi_i$, and $C$ is the set of constraints $\{\langle s_1, \rho_1 \rangle, \ldots, \langle s_n, \rho_n \rangle\}$, where each constraint $\langle s_k, \rho_k \rangle$ is constructed as follows: $s_k$ is the list of variables appearing in $\phi_k$ and $\rho_k$ consists of all tuples that make $\phi_k$ true. The solutions of this CSP instance are exactly the assignments which make the formula $\phi$ true. Hence, any instance of SATISFIABILITY can be expressed as an instance of CSP.

**Example 2** An instance of GRAPH UNREACHABILITY consists of a graph $G = (V, E)$ and a pair of vertices, $v, w \in V$. The question is whether there is no path in $G$ from $v$ to $w$. This can be expressed as the CSP instance $(V, E_2, C)$ where $C$ is the following set of constraints:

$$\{\langle e, \{(0, 0), (1, 1)\}\rangle | e \in E \} \cup \{\langle (v), \{(0)\}\rangle, \langle (w), \{(1)\}\rangle\}.$$ 

Many other examples of well-known problems expressed as CSPs can be found further in this paper and also in [23].

Example 1 suggests that any instance of CSP can be represented in a logical form. Indeed, using the standard correspondence between relations and predicates, one can re-write an instance of CSP as a first-order formula $\rho_1(s_1) \land \cdots \land \rho_q(s_q)$ where $\rho_i$ ($1 \leq i \leq q$) are predicates on $E_k$ and $\rho_i(s_i)$ means $\rho_i$ applied to the tuple $s_i$ of variables. The question then would be whether this formula is satisfiable [42]. In this paper we will be working with this logical form of CSP. This form is commonly used in database theory because it corresponds so closely to conjunctive query evaluation [30].

Another important reformulation of CSP is the HOMOMORPHISM problem: whether there exists a homomorphism between two relational structures (see [17, 19, 30]).

2. Related Constraint Problems

As with many other computational problems, it is not only the decision version of CSP (that is, whether or not a solution exists) which is of interest. There are many related problems that have been studied, and in this section we give a brief overview of some of these.

- **Counting Problem**
  
  *How many solutions does a given instance have?*

  A standard natural problem associated with every computational decision problem [12].

- **Quantified Problem**
  
  *Given a fully quantified instance of CSP, is it true?*

  Problems of this form have been fundamental examples of PSPACE-complete problems [12, 14, 42]. Any instance of ordinary CSP can be viewed as an instance of this problem with all quantifiers existential.

- **Minimal Solution**

  *Given an instance and some solution to it, is there a solution that is strictly less (point-wise) than the given one?*

  This problem is connected with propositional circumscription, a framework used in artificial intelligence to formalize common-sense reasoning [29].

- **Equivalence**

  *Given two instances, do they have the same sets of solutions?*

  In database theory, this corresponds to the question of whether or not two queries are equivalent [2].

- **Inverse Satisfiability**

  *Given a set of $n$-tuples, is it the set of all solutions of a CSP instance of some certain type?*

  This problem is related to efficient knowledge representation issues in artificial intelligence [27].

- **Listing Problem**

  *Generate all solutions of a given instance.*

  A standard natural problem associated with every computational decision problem [12].

- **MAX CSP**

  *Maximize the number of satisfied constraints in an instance.*

  A number of optimization problems, e.g., maximum cut, can be expressed as MAX CSP problems [12, 28].

- **Maximum Solution**

  *Maximize the sum of values in a solution of an instance.*

  Many optimization problems including maximum clique are of this form; in the Boolean case this problem is known as MAX ONES [12, 28].
• Maximum Hamming Distance  
Find two solutions that are distinct in a maximal number of variables.

The “world difference” in the blocks world problem from knowledge representation can be modelled in this way [13].

3. Parameterization of the CSP

The main object of our interest is the complexity of constraint satisfaction problems. We refer the reader to [36] for a general background in complexity theory and the definitions of standard complexity classes. In general, the standard decision-problem form of the CSP is NP-complete, as one can see from Example 1, so it is unlikely to be computationally tractable. However, certain restrictions on the form of the problems can ensure tractability, that is, solvability in polynomial time (see, e.g., [37]).

With any CSP instance one can associate two natural parameters: a hypergraph, showing which variables constrain which others, and a set of relations reflecting the way in which the values are constrained. The hypergraph is defined on the set of variables used in the instance, each hyperedge consisting of all variables appearing in one constraint scope. The set of relations consists of the constraint relations used in the instance. Therefore the general CSP can be restricted by fixing the set of hypergraphs or the set of relations that are allowed to be used in instances.

The case when the set of hypergraphs is fixed has been studied in connection with databases [19, 30]. In this paper we concentrate on the case when the set of relations allowed in instances is fixed, but there is no restriction on the form of the associated hypergraphs. Let \( R^{(n)}_k \) denote the set of all \( n \)-ary relations (or predicates) on \( E_k \), and let \( R_k = \bigcup_{n=1}^{\infty} R^{(n)}_k \).

Definition 2 A constraint language over \( E_k \) is a subset \( \Gamma \) of \( R_k \).

The constraint satisfaction problem over \( \Gamma \), denoted \( \text{CSP}(\Gamma) \), is the subclass of CSP defined by the following property: any constraint relation in any instance must belong to \( \Gamma \).

Of course, such a parameterization can be considered for all the related constraint problems discussed above.

We now give some examples of well-known problems expressible as \( \text{CSP}(\Gamma) \) for suitable sets \( \Gamma \).

Example 3 The Not-All-Equal Satisfiability problem [18, 42] is a restricted version of the standard Satisfiability problem which remains NP-complete. In this problem the clauses are ternary, and each clause is satisfied by any assignment in which the variables of the clause do not all receive the same truth value. This problem corresponds to the problem \( \text{CSP}(\{N\}) \) where \( N \) is the following ternary relation on \( \{0, 1\}^3 \):

\[
N = \{(0,1,1), (1,0,0), (0,0,1), (1,1,0), (0,1,0), (1,0,1)
\}
\]

Example 4 An instance of Graph \( k \)-Colorability consists of a graph \( G \). The question is whether the vertices of \( G \) can be labelled with \( k \) colours so that adjacent vertices are assigned different colours.

This problem corresponds to the problem \( \text{CSP}(\{\neq_{E_k}\}) \) where \( \neq_{E_k} \) is the disequation relation on \( E_k \) given by

\[
\neq_{E_k} = \{(a, b) \in E_k^2 | a \neq b \}
\]

This problem is tractable if \( k = 2 \) and it is NP-complete for any \( k \geq 3 \) (see [18]).

Example 5 An instance of Linear Equations is a system of linear equation over a field. It is easy to see that this problem can be expressed as \( \text{CSP}(\Gamma) \) where \( \Gamma \) consists of all relations expressible by a linear equation. This problem is tractable.

Following a seminal work by Schaefer in 1978 [42], many researchers have studied the following problem:

Problem 1 Determine the complexity of a given constraint problem for all possible values of the parameter \( k \).

Most progress has been made in the Boolean case (that is, when the set of values is \( E_2 \)), such problems are sometimes called “generalized satisfiability problems”. Schaefer obtained a complete classification for the ordinary CSP over \( E_2 \) [42], which is described in Section 6. Over the last decade, classifications for many related Boolean constraint problems, including all of the problems mentioned in Section 2, have been completed [2, 12, 13, 14, 27, 29]. Some of these classifications are also described in Section 6.

Classifying the complexity in the non-Boolean case has proved to be a very difficult task. However, the approach described in the next two sections has made it possible to obtain strong results in this direction; we discuss these results in Section 7.
some subsets of the variables for which the corresponding relations are not elements of \( \Gamma \), as the next example indicates.

**Example 6** Let \( \Gamma \) be the set containing a single binary relation, \( \chi \), over the set \( E_3 \), where \( \chi \) is defined as follows:

\[
\chi = \{(0,0),(1,0),(1,1),(2,1),(2,2)\}.
\]

One element of CSP(\( \Gamma \)) is the instance

\[
P = (\{v_1,v_2,v_3,v_4\},E_3,\{C_1,C_2,C_3,C_4,C_5\}),
\]

where

- \( C_1 = ((v_1,v_2),\chi) \); 
- \( C_4 = ((v_2,v_4),\chi) \);
- \( C_2 = ((v_1,v_3),\chi) \);
- \( C_5 = ((v_3,v_4),\chi) \).

![Figure 1. The CSP instance \( P \)](image)

Note that there is no explicit constraint on the pair \((v_1,v_4)\). However, by considering all solutions to \( P \), it can be shown that the possible pairs of values which can be taken by this pair of variables are precisely the elements of the relation \( \chi' = \chi \cup \{(1,1)\} \).

We now define exactly what it means to say that a constraint relation can be expressed in a constraint language.

**Definition 3** A relation \( \rho \) can be expressed in a constraint language \( \Gamma \) over \( E_k \) if there exists a problem instance \((V,E_k,C)\) in CSP(\( \Gamma \)), and a list, \( s \), of variables, such that the solutions to \((V,E_k,C)\) restricted to \( s \) give precisely the tuples of \( \rho \).

For any constraint language \( \Gamma \), the set of all relations which can be expressed in \( \Gamma \) will be called the **expressive power** of \( \Gamma \).

This set can be characterised in a number of different ways [25]. For example, it is equal to the set of all relations that may be obtained from the relations in \( \Gamma \) using the **relational join** and **project** operations from relational database theory [20]. Alternatively, it can be shown to be equal to the set of relations definable by **primitive positive formulas** involving the relations of \( \Gamma \) and equality, which is defined as follows.

**Definition 4** For any set of relations \( \Gamma \) over \( E_k \), the set \( \langle \Gamma \rangle \) consists of all relations that can be expressed using

1. relations from \( \Gamma \), together with the binary equality relation on \( E_k \) (denoted \( =_E \));
2. conjunction, and
3. existential quantification.

**Example 7** Example 6 demonstrates that the relation \( \chi' \) belongs to the expressive power of the constraint language \( \Gamma = \{\chi\} \). It is easy to deduce from the construction given in Example 6 that

\[
\chi'(x,y) \equiv \exists a \exists b \chi(x,a) \land \chi(x,b) \land \chi(a,b) \land \chi(a,y) \land \chi(b,y).
\]

Hence, \( \chi' \in \{\chi\} \).

\( \Box \)

5. Polymorphisms and Complexity

In this section we shall explore how the notion of expressive power may be used to simplify the analysis of the complexity of the constraint satisfaction problem.

We first note that any relation that can be expressed in a language \( \Gamma \) can be added to \( \Gamma \) without changing the complexity of CSP(\( \Gamma \)).

**Proposition 1** For any constraint language \( \Gamma \) and any relation \( \rho \) belonging to the expressive power of \( \Gamma \), CSP(\( \Gamma \cup \{\rho\} \)) is reducible in polynomial time to CSP(\( \Gamma \)).

This result can be established simply by noting that, given any problem instance in CSP(\( \Gamma \cup \{\rho\} \)), we can obtain an equivalent instance in CSP(\( \Gamma \)) by replacing each constraint \( C \) that has constraint relation \( \rho \) with a collection of constraints that have constraint relations chosen from \( \Gamma \) and that together express the constraint \( C \).

By iterating this procedure we can obtain the following corollary.

**Corollary 1** For any constraint language \( \Gamma \), and any finite constraint language \( \Gamma_0 \), if \( \Gamma_0 \) is contained in the expressive power of \( \Gamma \), then CSP(\( \Gamma_0 \)) is reducible to CSP(\( \Gamma \)) in polynomial time.

Corollary 1 implies that for any finite constraint language \( \Gamma \), the complexity of CSP(\( \Gamma \)) is determined, up to polynomial-time reduction, by the expressive power of \( \Gamma \), and hence by \( \langle \Gamma \rangle \). This raises an obvious question: how can we obtain sufficient information about the set \( \langle \Gamma \rangle \) to determine the complexity of CSP(\( \Gamma \))?
A very successful approach to this question has been developed in [10,23,24], using techniques from universal algebra and multiple-valued logic [33,39]. To describe this approach, we need to consider arbitrary $k$-valued operations (or functions). We will use $O_k^{(n)}$ to denote the set of all $n$-ary operations on the set $E_k$ (that is, the set of mappings $f:E_k^n \to E_k$), and $O_k$ to denote the set $\bigcup_{n=1}^{\infty} O_k^{(n)}$.

An operation $f \in O_k^{(n)}$ will be called essentially unary if there exists some $i$ in the range $1 \leq i \leq n$, and some operation $g \in O_k^{(i)}$ such that the following identity is satisfied

$$f(x_1, x_2, \ldots, x_n) = g(x_i).$$

An essentially unary operation with $g$ being the identity operation is called a projection. Any operation (of whatever arity) which is not essentially unary will be called essentially non-unary.

Any operation on $E_k$ can be extended in a standard way to an operation on tuples over $E_k$, as follows. For any operation $f \in O_k^{(n)}$, and any collection of tuples $\bar{a}_1, \bar{a}_2, \ldots, \bar{a}_m \in E_k^n$, where $\bar{a}_i = (a_{i1}, \ldots, a_{im})$ ($i = 1 \ldots n$), define $f(\bar{a}_1, \ldots, \bar{a}_n)$ to be the tuple $(f(\bar{a}_{i1}, \ldots, \bar{a}_{im}))$.

**Definition 5** For any relation $\rho \in R_k^{(m)}$, and any operation $f \in O_k^{(n)}$, if $f(\bar{a}_1, \ldots, \bar{a}_n) \in \rho$ for all choices of $\bar{a}_1, \ldots, \bar{a}_n \in \rho$, then $\rho$ is said to be invariant under $f$, and $f$ is called a polymorphism of $\rho$.

The set of all relations that are invariant under each operation from some set $C \subseteq O_k$ will be denoted $\text{Inv}(C)$. The set of all operations that are polymorphisms of every relation from some set $\Gamma \subseteq R_k$ will be denoted $\text{Pol}(\Gamma)$. The operators $\text{Inv}$ and $\text{Pol}$ form a Galois correspondence between $R_k$ and $O_k$ (see Proposition 1.1.14 of [39]). A basic introduction to this correspondence can be found in [38], and a comprehensive study in [39].

**Figure 2. The operators $\text{Inv}$ and $\text{Pol}$**

Sets of operations of the form $\text{Pol}(\Gamma)$ are known as *clones* and sets of relations of the form $\text{Inv}(C)$ are known as *relational clones* [39]; they have received much attention in multiple-valued logic (see, e.g., [41]). Moreover, the following useful characterisation of sets of the form $\text{Inv}(\text{Pol}(\Gamma))$ is given in [39].

**Theorem 1** For every set $\Gamma \subseteq R_k$, $\text{Inv}(\text{Pol}(\Gamma)) = \{\Gamma\}$.

This result was combined with Corollary 1 to obtain the following result in [23].

**Theorem 2** For any constraint language $\Gamma \subseteq R_k$, and any finite constraint language $\Gamma_0 \subseteq R_k$, if $\text{Pol}(\Gamma) \subseteq \text{Pol}(\Gamma_0)$, then $\text{CSP}(\Gamma_0)$ is reducible to $\text{CSP}(\Gamma)$ in polynomial time.

This result implies that, for any finite constraint language $\Gamma$ over a finite set, the complexity of $\text{CSP}(\Gamma)$ is determined, up to polynomial-time reduction, by the polymorphisms of $\Gamma$.

Now we are faced with a new question: how can we obtain sufficient information about $\text{Pol}(\Gamma)$ to determine the complexity of $\text{CSP}(\Gamma)$? Happily, it can be shown that this question can itself be formulated as a particular form of constraint satisfaction problem.

**Definition 6** Let $\Gamma$ be a constraint language over $E_k$.

For any natural number $m > 0$, the indicator problem for $\Gamma$ of order $m$ is defined to be the constraint satisfaction problem instance $\text{IP}(\Gamma,m) = (E_k^m, E_k, \{C_1, C_2, \ldots, C_q\})$, where $q = \sum_{\rho \in \Gamma} |\rho|^m$, and the constraints $C_1, C_2, \ldots, C_q$ are defined as follows.

For each $\rho \in \Gamma$, and for each sequence $t_1, t_2, \ldots, t_m$ of tuples from $\rho$, there is a constraint $C_i = \langle s_i, \rho \rangle$ with $s_i = (v_1, v_2, \ldots, v_n)$, where $n$ is the arity of $\rho$ and $v_j = (t_1[j], t_2[j], \ldots, t_m[j])$ for $j = 1$ to $n$.

Note that for any set of relations $\Sigma$ over a set $E_k$, the indicator problem $\text{IP}(\Sigma,m)$ has $k^m$ variables, and each variable corresponds to an $m$-tuple over $E_k$. It is straightforward to check that the solutions to $\text{IP}(\Gamma,m)$ are precisely the mappings from $E_k^m$ to $E_k$ under which every element of $\Gamma$ is invariant, that is, the polymorphisms of $\Gamma$.

Several concrete examples of indicator problems and their solutions can be found in [22].

**Example 8** Consider the constraint language $\Gamma = \{N\}$, where $N$ is the binary “not-all-equal” relation over $E_2$ defined in Example 3.

The indicator problem for $\Gamma$ of order $3$, $\text{IP}(\Gamma,3)$, has 8 variables and 216 constraints, and has exactly 6 solutions. Each of these solutions is an essentially unary operation.

Hence $\text{Pol}(\Gamma)$ contains only six distinct ternary operations, which are all essentially unary. Using general results from clone theory [43], it can be shown that this implies that in this case $\text{Pol}(\Gamma)$ contains essentially unary operations only.

\[ \square \]
Example 9 Consider the constraint language \( \Gamma = \{ \chi, \xi \} \), where \( \chi \) is the binary relation over \( E_2 \) defined in Example 6 and \( \xi \) is the ternary relation over \( E_3 \) containing the single tuple \((0, 1, 2)\).

The indicator problem for \( \Gamma \) of order 3, \( ITP(\Gamma, 3) \), has 27 variables and 217 constraints, but has only 3 solutions. Each of these solutions is a projection operation.

Hence \( Pol(\Gamma) \) contains only three distinct ternary operations, which are the three ternary projection operations. Using general results from clone theory [43], it can be shown that this implies that in this case \( Pol(\Gamma) \) contains only projections.

6. Complexity of Boolean Problems

In this section we describe some of the results that have been obtained concerning the complexity of Boolean constraint problems, that is, problems over a two-valued domain.

The first result of this kind was a complete classification of the complexity of the ordinary Boolean constraint satisfaction problem obtained by Schaefer in 1978 [42]. A computational problem is called tractable if there is a polynomial-time algorithm deciding every instance of the problem.

Theorem 3 For any set of relations \( \Gamma \subseteq R_2 \), \( CSP(\Gamma) \) is tractable when one of the following conditions holds:

1. Every \( p \) in \( \Gamma \) contains the tuple \((0, 0, \ldots, 0)\).
2. Every \( p \) in \( \Gamma \) contains the tuple \((1, 1, \ldots, 1)\).
3. Every \( p \) in \( \Gamma \) is definable by a CNF formula in which each conjunct has at most one negated variable.
4. Every \( p \) in \( \Gamma \) is definable by a CNF formula in which each conjunct has at most one unnegated variable.
5. Every \( p \) in \( \Gamma \) is definable by a CNF formula in which each conjunct has at most two literals.
6. Every \( p \) in \( \Gamma \) is definable by a system of linear equations over the field with two elements.

In all other cases \( CSP(\Gamma) \) is \( NP \)-complete.

This result establishes a dichotomy for versions of this problem parameterised by the choice of constraint language: they are all either tractable or \( NP \)-complete. Dichotomy theorems of this kind are of particular interest because, on the one hand, they determine the precise complexity of particular constraint problems, and, on the other hand, they demonstrate that no problems of intermediate complexity can occur in this context.

Using the algebraic approach developed in the previous sections, together with the knowledge of possible clones on a two-element set obtained in [40], Schaefer’s result can be reformulated in the following much more concise form.

Theorem 4 For any set of relations \( \Gamma \subseteq R_2 \), \( CSP(\Gamma) \) is tractable when \( Pol(\Gamma) \) contains any essentially non-unary operation or a constant operation. Otherwise it is \( NP \)-complete.

Example 10 Recall the relation \( N \) over \( E_2 \) defined in Example 3. It was shown in Example 8 that \( Pol(\{ N \}) \) contains essentially unary operations only, and hence, by Theorem 4, \( CSP(\{ N \}) \) is \( NP \)-complete.

Schaefer’s result has inspired a series of analogous investigations for many related constraint problems, including those listed in Section 2. We will now list the complexity classification results that have recently been obtained for these problems in the Boolean case. Surprisingly, for a wide variety of such related problems it turns out that the polymorphisms of the constraint language are highly relevant to the study of the computational complexity.

Theorem 5 Let \( \Gamma \subseteq R_2 \) be a Boolean constraint language. Then the following is true about constraint problems parameterized by \( \Gamma \):

- The Counting Problem is tractable if \( Pol(\Gamma) \) contains the unique affine operation on \( E_2 \), \( x - y + z \). Otherwise it is \#P-complete [11, 12].

- The Quantified Problem is tractable if \( Pol(\Gamma) \) contains an essentially non-unary operation. Otherwise it is \( PSPACE \)-complete [12, 14].

- The Equivalence problem is tractable if \( Pol(\Gamma) \) contains an essentially non-unary operation or a constant operation. Otherwise it is \( coNP \)-complete [2].

- The Inverse Satisfiability problem is tractable if \( Pol(\Gamma) \) contains an essentially non-unary operation. Otherwise it is \( coNP \)-complete [27].

- The Maximum Hamming Distance problem is tractable if \( Pol(\Gamma) \) contains either a constant, or the affine operation and the negation operation on \( E_2 \) [13].

A full description of these results requires the careful definition of the relevant complexity classes and reductions, which is beyond the scope of this short review, so we refer the reader to the cited papers for details.

Example 11 Recall the relation \( N \) over \( E_2 \) defined in Example 3. It was shown in Example 8 that \( Pol(\{ N \}) \) contains essentially unary operations only. Hence, by Theorem 5, we can immediately conclude that:
7. Complexity of Non-Boolean Problems

Obtaining a complete complexity classifications for a constraint problem over an arbitrary set of values containing more than 2 elements, remains a very challenging open problem, even for the standard decision-problem version of the CSP set out in Definition 1. One reason for this is that in the Boolean case the number of relational clones is countable and they are all fully characterized [39, 40], but for \( k \geq 3 \) the number of relational clones is continuum (see, e.g., [39]), and there is strong evidence that a description similar to the \( k = 2 \) case is impossible to obtain (see, e.g., [4]).

However, using the algebraic approach described above a large number of tractable and \( \NP \)-complete cases have now been identified for constraint problems over arbitrary finite sets of values. To describe these cases we need to define a number of special operations.

**Definition 7**

- A binary operation \( f \) is said to be a semilattice operation if it satisfies the following identities:
  1. \( f(x, x) = x \); (idempotency)
  2. \( f(x, y) = f(y, x) \); (commutativity)
  3. \( f(f(x, y), z) = f(x, f(y, z)) \). (associativity)

- An operation \( f \) is said to be a near-unanimity operation if it satisfies the following identities:
  \[ f(y, x, \ldots, x) = f(x, y, x, \ldots, x) = \ldots = f(x, \ldots, x, y) = x. \]

- A ternary operation \( f \) is said to be a Mal’tsev operation if it satisfies the following identities
  \[ f(x, y, y) = f(y, y, x) = x. \]

- An \( n \)-ary operation \( f \) is said to be conservative if \( f(x_1, \ldots, x_n) \in \{ x_1, \ldots, x_n \} \) for all \( x_1, \ldots, x_n \).

**Theorem 6** Let \( \Gamma \subseteq R_k \) be a constraint language.

If \( \Pol(\Gamma) \) contains one of the following operations then CSP(\( \Gamma \)) is tractable: a constant operation [24]; a semilattice operation [24]; a near-unanimity operation [24]; a Mal’tsev operation [6]; or a binary commutative conservative operation [8].

If \( \Pol(\Gamma) \) contains essentially unary surjective operations only, then CSP(\( \Gamma \)) is \( \NP \)-complete [24].

**Example 12** Recall the binary disequality relation \( \neq_{E_2} \) defined in Example 4. It is straightforward to check that \( \Pol(\{ \neq_{E_2} \}) \) contains the unique ternary near-unanimity operation on \( E_2 \). Hence, by Theorem 6, CSP(\( \{ \neq_{E_2} \} \)), which corresponds to the GRAPH 2-COLORABILITY problem, is tractable.

However, it is shown in [39] that for any \( k \geq 3 \), \( \Pol(\{ \neq_{E_k} \}) \) contains essentially unary surjective operations only. Hence, by Theorem 6, CSP(\( \{ \neq_{E_k} \} \)), which corresponds to the GRAPH \( k \)-COLORABILITY problem, is \( \NP \)-complete for any \( k \geq 3 \). \( \square \)

**Example 13** Let \( k \) be a prime number, and consider \( E_k \) as a finite field. For any set of relations \( \Gamma \) over \( E_k \), where each \( \rho \in \Gamma \) is definable by a linear equation, \( \Pol(\Gamma) \) will contain the Mal’tsev operation \( f \) given by

\[ f(x, y, z) = x - y + z. \]

Hence, by Theorem 6, CSP(\( \Gamma \)), which corresponds to the LINEAR EQUATIONS problem, is tractable. \( \square \)

**Example 14** Recall the relations \( \chi \) and \( \xi \) over \( E_3 \) defined in Examples 6 and 9. It is straightforward to check that \( \Pol(\{ \chi \}) \) contains the constant operation with value 0, hence, by Theorem 6, CSP(\( \{ \chi \} \)) is tractable. Moreover, \( \Pol(\{ \xi \}) \) contains the semilattice operation \( \max : E_3^2 \to E_3 \), which returns the maximum of its two arguments. Hence, by Theorem 6, CSP(\( \{ \xi \} \)) is tractable.

However, it was shown in Example 9 that \( \Pol(\{ \chi, \xi \}) \) contains only projections. Hence, by Theorem 6, CSP(\( \{ \chi, \xi \} \)) is \( \NP \)-complete. \( \square \)

We remark that the technique discussed in this paper is based on clone theory, but it has been extended in [6, 7, 9, 10, 15] to involve more powerful machinery from universal algebra [21, 43]. Using this approach, the following result was proved in [5].

**Theorem 7** Let \( \Gamma \) be an arbitrary constraint language over \( E_3 \). Then CSP(\( \Gamma \)) is either tractable or \( \NP \)-complete.
In fact, [5] contains a precise description of all tractable and NP-complete constraint languages over \( E_3 \), and an algorithm for distinguishing them; we refer the reader to that paper for details.

Finally, we consider what is known in the non-Boolean case about two of the related constraint problems described in Section 2: the Counting Problem and the Quantified Problem. For both of these problems it has been shown that the complexity of the parameterized version depends entirely on the polymorphisms of the constraint language.

We denote the problem of counting the number of solutions to an instance of CSP(\( \Gamma \)) by \(#\text{CSP}(\Gamma)\). The following result was obtained in [7].

**Theorem 8** For any constraint language \( \Gamma \subseteq R_k \), and any finite constraint language \( \Gamma_0 \subseteq R_k \), if \( \text{Pol}(\Gamma) \subseteq \text{Pol}(\Gamma_0) \), then \(#\text{CSP}(\Gamma_0)\) is reducible to \(#\text{CSP}(\Gamma)\) in polynomial time.

Using this result it has been shown that Mal’tsev operations play a key role for the complexity of the Counting Problem. The following (partial) classification result for the parameterized Counting Problem was obtained in [7].

**Theorem 9** For any constraint language \( \Gamma \subseteq R_k \), if \( \text{Pol}(\Gamma) \) contains no Mal’tsev operations, then \(#\text{CSP}(\Gamma)\) is \#P-complete.

Conversely, if \( k \leq 3 \) and \( \text{Pol}(\Gamma) \) contains a Mal’tsev operation, then \(#\text{CSP}(\Gamma)\) is tractable.

**Example 15** Recall the binary disequality relation \( \not=_{E_2} \) defined in Example 4. It is straightforward to check that \( \text{Pol}(\{\not=_{E_2}\}) \) contains the Mal’tsev operation on \( E_2 \) which returns the sum of its 3 arguments modulo 2. Hence, by Theorem 9, it is tractable to count the number of solutions to CSP(\( \{\not=_{E_2}\} \)), which corresponds to the GRAPH 2-COLORABILITY problem.

However, it is shown in [39] that for any \( k \geq 3 \), \( \text{Pol}(\{\not=_{E_3}\}) \) does not contain any Mal’tsev operations. Hence, by Theorem 6, for any \( k \geq 3 \) it is \#P-complete to count the number of solutions to CSP(\( \{\not=_{E_k}\} \)), which corresponds to the GRAPH \( k \)-COLORABILITY problem. \( \square \)

We denote the problem of deciding the truth of a quantified Boolean formula involving only conjunctions of relations from \( \Gamma \) by QCSP(\( \Gamma \)). For this problem, it has recently been shown that the complexity is determined by the surjective polymorphisms. We denote the set of all surjective polymorphisms of a constraint language \( \Gamma \) by \( \text{s-Pol}(\Gamma) \). The following result was obtained in [3].

**Theorem 10** For any constraint language \( \Gamma \subseteq R_k \), and any finite constraint language \( \Gamma_0 \subseteq R_k \), if \( \text{s-Pol}(\Gamma) \subseteq \text{s-Pol}(\Gamma_0) \), then QCSP(\( \Gamma_0 \)) is reducible to QCSP(\( \Gamma \)) in polynomial time.

Using this result, the following (partial) classification result was obtained in [3].

**Theorem 11** For any constraint language \( \Gamma \subseteq R_k \):

- If \( \text{s-Pol}(\Gamma) \) contains the affine operation \( x - y + z \) of an Abelian group with base set \( E_k \), then QCSP(\( \Gamma \)) is tractable.
- If \( \text{s-Pol}(\Gamma) \) contains the ternary near-unanimity operation \( d \) on \( E_k \) given by
  \[
  d(x, y, z) = \begin{cases} 
  y & \text{if } y = z \\
  x & \text{otherwise.}
  \end{cases}
  \]
  then QCSP(\( \Gamma \)) is in NL.
- If \( k \geq 3 \), and \( \text{s-Pol}(\Gamma) \) contains only essentially unary operations, then QCSP(\( \Gamma \)) is \text{PSPACE}-complete.

**Example 16** Let \( \tau_n \) be the \( n \)-ary “not-all-distinct” relation over \( E_k \) consisting of all tuples \( (a_1, \ldots, a_n) \) such that \( \{a_1, \ldots, a_n\} \subset \subset \subset \subset k \). Note that \( \tau_n \supset \{\{a, ..., a\} : a \in E_k\} \), so every instance of the standard CSP problem CSP(\( \{\tau_n\} \)) is trivially satisfiable by assigning the same value to all variables.

However, by Lemma 2.2.4 of [39], the set \( \text{Pol}(\{\tau_k\}) \) consists of all non-surjective operations on \( E_k \), together with all operations of the form \( f(x_1, \ldots, x_n) = g(x_i) \) for some \( 1 \leq i \leq n \) and some permutation \( g \) on \( E_k \). This implies that \( \text{s-Pol}(\{\tau_k\}) \) contains essentially unary operations only. Hence, by Theorem 11, QCSP(\( \{\tau_k\} \)) is \text{PSPACE}-complete. Similar arguments can be used to show that QCSP(\( \{\tau_i\} \)) is \text{PSPACE}-complete, for any \( i \) in the range \( 3 \leq i \leq k \). \( \square \)
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