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Abstract. Much of the tectonic and climatic history in high-relief regions, such as the mountains of the western U.S. Basin and Range province, is contained in the morphology of hillslopes, drainage networks, and other landforms that range in scale from $10^{-3}$ to $10^{1}$ km. To understand how these landforms evolve, we have developed a numerical landscape evolution model that combines a detailed tectonic displacement field with a set of physically based geomorphic rules. Bedrock landsliding, long recognized as a significant geomorphic process in mountainous topography, is for the first time explicitly included in the rule set. In a series of numerical experiments, we generate synthetic landscapes that closely resemble mountainous topography observed in the Basin and Range. The production of realistic landscapes depends critically on the presence of bedrock landslides, and landsliding yields rates of long-term erosion that are comparable in magnitude to those of fluvial erosion. The erosive efficiency of bedrock landsliding implies that hillslopes may respond very quickly to changes in local base level and that fluvial erosion is the rate-limiting process in steady state experimental landscapes. Our experiments generate power law distributions of landslide sizes, somewhat similar to both field and laboratory observations. Thus even a simple model of bedrock landsliding is capable of quantitatively reproducing mountainous topography and landslide distributions and represents a significant step forward in our understanding of the evolution of normal-fault-bounded ranges.

1. Introduction

Despite recent interest in the interplay between tectonics and topography [Merritts and Ellis, 1994, and references therein], the evolution of mountainous topography at the landform scale remains poorly understood. While the gross morphology of a particular mountain range or orogen may reflect the large-scale forces that have shaped it [Elliott, 1976; Suppe, 1981; Koons, 1989; Beaumont et al., 1998], additional information on the tectonic and climatic history of the range is contained in landforms that are one to several kilometers in extent, including individual hillslopes and catchments, faceted spurs, and depositional fans.

A numerical model of landscape evolution provides one way to explore the sensitivity of different landforms to tectonic and climatic processes and may be used to compare the relative roles of various processes in shaping the landscape. Most landscape evolution models (LEMs) have focused on orogenic-scale landscapes and have reasonably ignored the finer details of the topography [Koons, 1989; Anderson, 1994; Gilchrist et al., 1994; Kooi and Beaumont, 1994; Tucker and Slingerland, 1994, 1996]. A disadvantage of these orogen-scale LEMs is that they require coarse spatial resolutions and lumped parameter rule sets, which limit the extraction of tangible or measurable information from the model results. In a high-resolution model like the one we develop here, geomorphic rule sets may be grounded in the physics of specific processes. Landform evolution may then be linked to measurable relative process rates. Recent LEMs have proposed physically based algorithms for the processes of hillslope sediment transport [Anderson, 1994; Rosenbloom and Anderson, 1994], fluvial sediment transport [Howard, 1994], and bedrock channel incision [Howard et al., 1994]. As yet, however, no LEM has incorporated realistic algorithms for tectonic displacements or bedrock landsliding. We discuss below why such algorithms are important in generating and interpreting mountainous landforms, and our reasons for applying the completed LEM to mountainous topography in the Basin and Range province of the western United States.

1.1. Models of Tectonic Displacements

Coseismic and aseismic tectonic displacements generate structural relief and create the template on which geomorphic processes act. The degree of realism required in the tectonic displacement field used by an LEM depends on the desired realism and spatial resolution of the model. Simple wedge-shaped [Kooi and Beaumont, 1996], sinusoidal [Tucker and Slingerland, 1996], or Gaussian [Anderson, 1994] uplift patterns may be sufficient to simulate orogenic-scale tectonic displacements. At higher resolutions, permanent tectonic displacement fields generally display significant structure at length scales of a few kilometers [e.g., King et al., 1988; Stein et al., 1988]. If
topography is generated by repeated applications of that displacement field, simulating the effects of multiple earthquakes on a particular set of faults, then a high-resolution LEM must include a tectonic function that accurately reproduces structure in the displacement field at those length scales.

1.2. Models of Bedrock Landsliding

Bedrock landsliding has been shown to be a significant geomorphic process in a variety of landscapes [Kelsey, 1980, 1988; Pearce and Watson, 1986; Schmidt and Montgomery, 1995; Blodgett et al., 1996; Burbank et al., 1996; Densmore et al., 1997; Hovius et al., 1997]. Blodgett et al. [1996] calculated short-term placement field, simulating the effects of multiple earthquakes include a tectonic function that accurately reproduces structure on a particular set of faults, then a high-resolution LEM must incorporate a realistic bedrock landsliding mechanism. Existing LEMs treat hillslope processes either as diffusive [e.g., Kooi and Beaumont, 1994, 1996], or as a “buzz saw” that instantaneously lowers unstable slopes [Howard, 1994; Tucker and Slingerland, 1994]. Anderson [1994] argued that bedrock landslides are necessary to produce the linear hillslopes often observed in real landscapes, and simulated the landslide process with a hillslope sediment flux that increased sharply as a critical slope angle was approached. These approaches have been shown to produce realistic-looking landscapes and may be sufficient if the modeling goal is simply to reproduce the gross shape of the topography. However, they are ultimately limited by their reliance on parameters that have no physical meaning: a “landscape-scale” diffusivity in the case of the diffusion model, and a critical slope threshold in the case of the buzz saw model. In addition, such deterministic models ignore the potentially important and time-dependent role played by large bedrock landslides in landscape evolution. For example, large landslides may form natural dams whose creation and eventual failure have drastic impacts on the downstream geomorphology of the river system [Costa and Schuster, 1988]. The size of the landslide dam determines both how long it persists and how large the eventual outburst flood is, which in turn determine the amount of geomorphic change effected by the presence of the dam [Costa and O’Connor, 1995]. Finally, such deterministic models cannot be used in testing the frequency-magnitude distributions of landslides, despite the fact that these distributions provide a distinctive fingerprint of mountainous regions and are increasingly easy to acquire through remote sensing [e.g., Hovius et al., 1997].

A variety of studies have addressed either the short-term behavior of bedrock landslides or their spatial or temporal distribution. Selby [1980] recognized the importance of discontinuities in controlling and material properties of bedrock and devised a landscape-scale bedrock strength index. Kirkby [1987] produced one-dimensional numerical models of hillslope evolution by landsliding using a steady state reaction model. Schmidt and Montgomery [1995] used the observed relief in landslide-dominated regions to infer landscape-scale bedrock strength, and Miller and Dunne [1996] predicted the two-dimensional density of fracturing within bedrock hillslopes. Compilations of spatial landslide distributions have generally been limited to small spatial and temporal scales [e.g., Megahan et al., 1978; Noever, 1993], although a number of recent studies have used remote-sensing techniques to determine landscape-scale landslide scaling laws and erosion rates [Pearce and Watson, 1986; Blodgett et al., 1996; Hovius et al., 1997].

1.3. Application to the Basin and Range Province

The primary motivation behind the development of our LEM is to explore the evolution of mountainous topography in the Basin and Range province as a function of both surface and tectonic processes. The dramatic ranges of the Basin and Range are consequences of late Cenozoic extension and have inspired eloquent explanations for the origin of mountains in general. The structure of these ranges is due to time-integrated tectonic displacements, and consequently, their structural geology has received the most attention in resolving issues about their origin. In contrast, their topography has received little attention since the turn of the century [Gilbert, 1928] (see Sharp [1939, 1940] and Wallace [1978] for notable exceptions). This is partly because mountainous topography is often considered the remnant of the more active process of geological mountain building, the insignificant remains of the day. Even when topography is acknowledged to contain valuable tectonic information, it is recognized that this information is convolved with the effects of surface processes. We show that despite this, the topography of actively forming mountains may yield quantitative insights into both sets of processes.

In this paper, we describe a numeric landscape evolution model and demonstrate the role of bedrock landsliding in the evolution of synthetic landscapes at length scales of \(10^2-10^4\) m. Since this is, to our knowledge, the first LEM to incorporate a bedrock landsliding rule, we compare our model predictions of topography, landslide erosion rates, and landslide distribution with existing field data from active-fault-bounded mountains in the Basin and Range.

2. The Landscape Evolution Model: ZSCAPE

ZSCAPE is a three-dimensional numerical model that acts on a finite-difference grid [Ellis et al., 1995]. We use a 100-m spacing between grid points as a compromise between spatial resolution and computation time. This is comparable to the resolution of the U.S. Geological Survey (USGS) arc-second digital elevation models (DEMs), and we test our numerical landscapes against those digital data. The model processes can be divided into two distinct groups: a tectonic rule set, which generates a bedrock displacement field, and a geomorphic rule set, which attacks the resulting bedrock topography and rearranges mass at the surface.

3. Tectonic Rule Set

Current LEMs use a kinematic tectonic forcing function that prescribes a relatively simple pattern of uplift assumed to be appropriate at the temporal and length scale of interest. In most cases, these LEMs have been aimed at very long-term \(10^6\) years) and long length scale (\(10^5\) m) orogens in which the details of tectonic displacements due to upper crustal faulting are likely to be irrelevant. Our level of interest, however, is at the mountain range scale and below, which requires a more realistic tectonic displacement function.

We assume that patterns of deformation are derived primarily from the sum of repeated earthquakes across faults within the upper crust [Stein et al., 1988; King et al., 1988], and we assume that such displacement fields may be derived from planar dislocations within an isotropic elastic half-space. A
Figure 1. Tectonic displacement field used in the model experiments, corresponding to a single earthquake ($M_w \sim 7.0$). The fault is driven by a pure shear, extensional displacement gradient tensor (shown schematically by the large arrows) at a strain rate of $-10^{-7}$ yr$^{-1}$. Note that the fault extends along strike beyond the edges of the 20 by 20 km displacement field. The ZSCAPE experiments use only the central 10 by 10 km region of the displacement field shown here. The inset shows a cross section through the center of the displacement field, as well as the 45°-dipping fault plane.

number of studies have demonstrated that simple elastic dislocation models reproduce at least the first-order features of real tectonic displacement fields from a variety of geologic settings [e.g., Stein et al., 1988; Massonnet et al., 1993; Gomberg and Ellis, 1994; Anderson and Menking, 1994].

We calculate displacements using the three-dimensional boundary-element algorithm of Gomberg and Ellis [1993, 1994], based on the three-dimensional Green's function of Okada [1992]. The boundary element method [Crouch and Starfield, 1983] provides analytical solutions for displacements within a material that is subject to internal displacements across one or more planar dislocation elements. Solutions are obtained by minimizing strain energy within the material while satisfying stress, strain, or displacement boundary conditions.

The Gomberg-Ellis algorithm allows in addition the specification of a remote or far-field boundary condition that provides the driving force for displacements across model faults that are constrained by stress conditions.

In the present experiments, we drive displacements across normal faults by specifying a regional pure shear in which crust is horizontally extended at twice the magnitude that it is thinned vertically and shortened horizontally. For a 45°-dipping fault of 40-km length and 15-km width (downdip), this increment of pure shear yields displacements that correspond to an earthquake of moment magnitude 7.0 (Figure 1). We repeat these earthquakes at 500 year intervals, which corresponds to a strain-rate of $10^{-7}$ yr$^{-1}$ over a length of 100 km. These figures are within an order of magnitude of current estimates of strain across the Basin and Range province [Savage et al., 1995; Dixon et al., 1995].

Surface displacements due to the model earthquake range from 140 cm of subsidence to 30 cm of uplift. We neglect second-order displacements due to postseismic processes that result from the viscous relaxation of stresses in lower crustal material. At present, the model does not allow for flexural isostatic elevation changes that result from differential loading and unloading. These changes have been shown to be significant in extensional settings [e.g., Weissel and Karner, 1989; King and Ellis, 1990; Small and Anderson, 1995]. We demonstrate below, however, that the differential flexural change in elevation across our 10 by 10 km model space is small for geologically reasonable values of crustal elastic thickness. Flexurally derived tilting, which could potentially influence the geomorphic evolution of the model space, is thus relatively unimportant.

The accumulation of tectonic deformation importantly involves both horizontal and vertical displacements. Many three-dimensional LEMs incorporate only vertical displacements, but we employ the full three-dimensional field. We use an Eulerian description of the deformation that amounts to watching material move through the fixed finite-difference grid.

4. Geomorphic Rule Set

Erosion and deposition within the model are dictated by conservation of mass, which relates the rate of change of the surface elevation to spatial gradients in sediment flux:

$$\frac{\partial z}{\partial t} = \frac{1}{\rho} \nabla \cdot q_s$$  (1)

Here $\partial z/\partial t$ is the rate of elevation change with time, $\rho$ is the bulk density of the material in question, and $q_s$ is the mass sediment transport rate per unit width. (These and other symbols are depicted in the notation section.) In determining numerical expressions for $q_s$, most surface processes models have distinguished between hillslope and fluvial sediment transport processes [Anderson, 1994; Howard, 1994; Tucker and Slingerland, 1994; Kooi and Beaumont, 1996]. We take a similar approach, identifying four key geomorphic processes active in the Basin and Range: regolith production, regolith transport, bedrock landsliding, and fluvial sediment transport. The first three processes occur on hillslopes, while the last is confined to the fluvial channel system. To accommodate this basic dichotomy, we divide the landscape into hillslope and channel nodes and apply the appropriate algorithms to each set of nodes. While we recognize that valley glaciers have been important geomorphic agents in parts of the highest ranges of the Basin and Range [e.g., Stewart, 1980], we ignore their effects in our current experiments.
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Figure 2. Schematic diagram of the tectonic and geomorphic components of the ZSCAPE rule set. Topography is produced by faulting in response to an applied displacement gradient tensor. Regolith is produced at all nodes in the model space and is transported via a linear diffusion law that accounts for shallow mass movements. Bedrock landsliding is controlled by a stochastic law that depends upon the maximum stable hillslope height, which in turn is determined by the rock cohesion and friction angle. Channel nodes are defined on the basis of excess stream power, which also dictates the rate of alluvial sediment transport and the rate of bedrock incision.

Because of constraints on computation time, LEMs in general are incapable of resolving the effects of geomorphic processes below some cutoff length scale. The magnitude of this length scale depends on the particular numerical algorithm used to represent the process in question. ZSCAPE is not immune to this cutoff, but we have tried to represent the key geomorphic processes with algorithms that allow us to extend the cutoff down to length scales of the order of 100 m. In this way we are able to examine the landscape at the scale of individual landforms. Our experiments are not intended to reproduce the fine-scale details of the topography, such as the detailed morphology of a stream bed or the effect of jointing on an individual bedrock landslide [Weissel and Seidl, 1997]. Rather, they are designed to bridge the gap between orogenic-scale simulations, in which geomorphic processes are only crudely represented, and landscape-scale analyses, which ignore the larger spatial and temporal framework.

4.1. Regolith Production

Sediment transport requires the presence of a mobile layer of regolith, distinct from the bedrock. The regolith thickness is defined as the difference between the surface and bedrock elevations. Regolith is produced by in situ weathering of bedrock, which lowers the bedrock surface elevation and increases the regolith thickness. Since weathering processes are partly dependent on the presence of water at the bedrock surface for significant periods of time, peak regolith production rates have been hypothesized to occur beneath some finite thickness of regolith, rather than on bare bedrock [Ahmert, 1970]. Recent studies using cosmogenic radionuclide concentrations have confirmed that weathering is faster beneath regolith than on bare bedrock [Small and Anderson, 1996] and that regolith production rates decline rapidly beneath thicker regolith [Heimsath et al., 1996]. The exact dependence of the production rate curve on regolith thickness is poorly known.

We adopt a linear increase in regolith production rate, $\partial R/\partial t$, up to a regolith thickness $R_*$, beyond which the rate declines exponentially (Figure 2):

$$\frac{\partial R}{\partial t} = \left(\frac{\partial R}{\partial t}\right)_o - \left(\frac{\partial R}{\partial t}\right)_* \exp \left[\frac{R_* - R}{\text{Rscale}}\right] R > R_*$$

Here $R$ is the regolith thickness, $\left(\frac{\partial R}{\partial t}\right)_o$ is the bare bedrock regolith production rate, $\left(\frac{\partial R}{\partial t}\right)_*$ is the maximum production rate at thickness $R_*$, and $\text{Rscale}$ is the exponential decay length scale (Table 1). Regolith production rates on bare bedrock in the western United States, determined by cosmogenic radionuclide concentrations, are typically $10^{-5} - 50 \times 10^{-6}$ m yr$^{-1}$ [e.g., Bierman, 1994; Small and Anderson, 1996].

4.2. Regolith Transport

Hillslope transport of regolith typically occurs by processes such as creep, slope wash, rain splash, and downslope motion due to animal activity [Selby, 1993]. Since the transport rates produced by these processes are slope-dependent, we model regolith transport as a linear diffusive process (Figure 2):

$$q_i = -k \nabla z$$

where $k$ is a diffusion coefficient. Combining equations (1) and (2) yields a diffusion equation for topography:

$$\nabla z = \frac{\partial z}{\partial t} = \kappa \nabla^2 z$$

Here $\partial z/\partial t$ is the rate of change of the surface elevation and $\kappa$ is the topographic diffusivity (equivalent to $k/p$). Typical landform-scale diffusivities calculated for semiarid to arid landscapes in the western United States are $0.01$ m$^2$ yr$^{-1}$ [Hanks et al., 1984; Rosenbloom and Anderson, 1994]. While some LEMs have used diffusional algorithms, with dramatically greater diffusivities, to produce realistic-looking topography [Koons, 1989; Kooi and Beaumont, 1994], we note again that diffusion is properly applied only to transport-limited processes [Ander-

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_m$</td>
<td>34°</td>
<td>...</td>
</tr>
<tr>
<td>$C$</td>
<td>$6 \times 10^4$ kg m$^{-1}$ s$^{-2}$</td>
<td>1</td>
</tr>
<tr>
<td>$(2 \times 10^2 \text{ in experiment 5})$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>10 years</td>
<td>...</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>100 m</td>
<td>...</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$2.7 \times 10^4$ kg m$^{-2}$ s$^{-2}$</td>
<td>...</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.01 m$^2$ yr$^{-1}$</td>
<td>2.3</td>
</tr>
<tr>
<td>$k_w$</td>
<td>$1.6 \times 10^{-4}$ m$^{2}$ s$^{-1}$</td>
<td>visual inspection</td>
</tr>
<tr>
<td>$k_\phi$</td>
<td>$1.2 \times 10^{-7}$ m$^{2}$ s$^{-1}$</td>
<td>4; visual inspection</td>
</tr>
<tr>
<td>$k_e$</td>
<td>$8.0 \times 10^{-4}$</td>
<td>visual inspection</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>$4 \times 10^3$ kg s$^{-1}$</td>
<td>visual inspection</td>
</tr>
<tr>
<td>$P$</td>
<td>1 m yr$^{-1}$</td>
<td>...</td>
</tr>
<tr>
<td>$\phi$</td>
<td>17° (40° in experiment 5)</td>
<td>1</td>
</tr>
<tr>
<td>$\left(\frac{\partial R}{\partial t}\right)_o$</td>
<td>$1 \times 10^{-2}$ m yr$^{-1}$</td>
<td>5</td>
</tr>
<tr>
<td>$\left(\frac{\partial R}{\partial t}\right)_*$</td>
<td>$5 \times 10^{-5}$ m yr$^{-1}$</td>
<td>6</td>
</tr>
<tr>
<td>$\tau_r$</td>
<td>500 years</td>
<td>...</td>
</tr>
</tbody>
</table>

son and Humphrey, 1989] and that its efficacy in shaping the landscape is contingent upon the availability of regolith.

The diffusion equation ignores any potential for advective transport of regolith, for example by shallow landsliding. To address this, we follow Anderson [1994] in simulating regolith mass movement by allowing the sediment transport rate \( q_s \) to increase exponentially as a critical topographic slope \( \beta_{cri} \) is approached (Figure 2; Table 1). While this is an approximate solution, we show below that rates of weathering-limited processes such as diffusion are dwarfed by rates of fluvial and landsliding processes in the arid landscapes in which we are interested.

### 4.3. Fluvial Sediment Transport

We distinguish between alluvial and bedrock channel behavior depending on the availability of mobile material within the channel. Potential fluvial sediment transport flux is assumed to be proportional to the available stream power per unit bed area, \( \Omega \) [Bagnold, 1977], approximated here as

\[
\Omega = \frac{\gamma APC S}{w}
\]

where \( \gamma \) is the flow unit weight, \( A \) is the contributing drainage area, \( P \) is the precipitation rate, \( C_r \) is the runoff coefficient, \( S \) is the channel bed slope, and \( w \) is the flow width (Table 1). The precipitation rate is set to 1 m yr\(^{-1}\) and is both spatially and temporally constant in these experiments (Table 1). Since our grid spacing (100 m) is much greater than typical flow widths, we use an empirical relation between flow width and contributing drainage area,

\[
w = k_w \cdot \sqrt{A}
\]

where \( k_w \) is the empirically determined constant (Table 1).

The channel network is defined as the set of nodes for which \( \Omega > \Omega_0 \), where \( \Omega_0 \) is the threshold stream power necessary for channel initiation [Bagnold, 1977]. We follow Bagnold [1977] in relating alluvial sediment transport flux to excess stream power:

\[
Q_s = k_s \cdot (\Omega - \Omega_0)
\]

where \( Q_s \) is the potential volumetric sediment transport rate per unit bed width and \( k_s \) is an empirical proportionality constant (Figure 2; Table 1). Spatial gradients in sediment transport dictate the rate of change of the bed elevation, as given by equation (1). Any excess stream power, defined as the available power beyond that required to transport all sediment in a particular node, erodes the bedrock channel bed [e.g., Seidl and Dietrich, 1992] at a rate given by

\[
\frac{\partial z_b}{\partial t} = k_b \cdot \Omega_{excess}
\]

where \( k_b \) is an empirical proportionality constant and \( \Omega_{excess} \) is the excess stream power (Figure 2; Table 1).

The behavior of alluvial and bedrock channels in our model is thus prescribed primarily by the empirical parameters \( k_w \), \( k_s \), and \( \Omega_0 \). While some effort has gone toward general characterization of these parameters [e.g., Bagnold, 1977; Rosenbloom and Anderson, 1994; Stock and Montgomery, 1995], differences in the algorithms used by different workers make such generalization difficult. We have chosen parameter values by letting ZSCAPE operate on DEM representations of real topography from several mountain ranges in the Basin and Range. We thus generate synthetic channel networks whose spatial extent depends on \( \Omega_0 \) and whose rates of sediment transport and bed incision depend upon \( k_w \) and \( k_s \). By comparing these results with observed channel networks and typical transport and incision rates, we can determine reasonable values of these parameters. Sensitivity tests demonstrate that our experimental results cannot discriminate between values that differ by less than an order of magnitude.

Finally, we note that our chosen precipitation rate (1.0 m yr\(^{-1}\)) is considerably higher than measured historical rates from the Basin and Range (typically <0.5 m yr\(^{-1}\)). Precipitation rates during the last glacial maximum are estimated to be 30–100% higher than present, although there is considerable disagreement over the magnitude of the change [Spaulding, 1985]. We stress that our chosen value is somewhat arbitrary, since precipitation is linearly related to sediment transport and bed incision through the empirical parameters \( k_w \) and \( k_s \), which are chosen on the basis of landscape form. While absolute values of precipitation are relatively unimportant from this perspective, relative temporal changes in precipitation may play an important role in landscape evolution; we do not explore this issue here.

### 4.4. Bedrock Landsliding

The final geomorphic component of the model is a bedrock landsliding algorithm, which determines the distribution of landslides in both space and time. In natural settings, landslide occurrence is strongly stochastic, and we argue that a realistic algorithm must reflect this stochastic character. Discrete bedrock landslides deliver large and highly spatially variable amounts of sediment to the channel network, affecting the pattern of erosion and deposition within the channel and thus its geomorphic evolution. The frequency and magnitude of the landslide events control this evolution [Wolman and Miller, 1960], as does the sequence in which the events occur [Densmore et al., 1997]. Accurate simulation of the landscape requires a representation of the landslide process that captures the essence of the observed long-term behavior.

A bedrock landsliding algorithm must address four central issues: where landslides begin, when they occur, how large they are, and where the landslide material ends up after failure. We use the terms bedrock landslide and landslide interchangeably to denote a mass movement that involves intact or unweathered bedrock rather than being confined to a mobile regolith layer.

In the absence of strong tectonic and climatic variations, landslides in natural settings are concentrated on hillslopes that experience a fall in local base level. This base level drop may be due to vertical motion across a fault, to the occurrence of a separate landslide lower on the hillslope [Densmore et al., 1997], or to incision by a glacier [Harbor, 1992] or stream [Megahan et al., 1978; Kelsey, 1980, 1988; Seidl et al., 1996; Densmore et al., 1997]. Landslides are often observed to cluster near the toes of hillslopes [Megahan et al., 1978; Kelsey, 1988; Densmore et al., 1997]. Landslides can be observed to cluster near the toes of hillslopes [Megahan et al., 1978; Kelsey, 1988; Densmore et al., 1997]. Megahan et al. [1978] found that most landslides in the Northern Rocky Mountain physiographic province occurred on the lower one third of the hillslope. Kelsey [1988] found that most landslides along Redwood Creek, California, initiated at the base of the slope, leading to the formation of a steep toe or inner gorge along the channel. Densmore et al. [1997] observed that all slides on a granular model hillslope initiated at the toe and that 90% involved only
a portion of the hillslope. This resulted in a commonly observed inner gorge that was removed only by the largest slides. We therefore select potential sites of landslide initiation, or targets, as the lowest points on each hillslope whose topographic gradient exceeds a critical material friction angle \( \phi \) (Figure 3). This ensures that landslides begin near the toe of hillslopes and that they initiate only on hillslopes that are steep enough to promote failure.

Hillslope failure may be caused by a number of events, including intense precipitation or coseismic shaking, weathering and subsequent weakening of planes within the rock mass, or a fall in local base level. Here we simply consider landslides caused by base level fall. We expect that as base level falls, the hillslope toe will become steeper and less buttressed, and thus more likely to fail. To assess the local potential for failure, we employ the Culmann slope stability criterion [Spangler and Handy, 1982], which holds that the maximum stable height that a hillslope may attain will be reached when the shear stress on a potential failure plane within the hillslope is balanced by the shear strength on that plane. In terms of forces, the effective weight of the hillslope material is

\[
F_{\text{eff}} = F_w \sin \theta \tag{10}
\]

where \( F_w \) is the weight of the hillslope material and \( \theta \) is the dip of the potential failure plane. The balancing shear resistance is given by

\[
F_s = CL + F_w \cos \theta \tan \phi \tag{11}
\]

where \( C \) is the effective cohesion on the plane, \( L \) is the length of the failure plane, and \( \phi \) is the effective friction angle on the plane [Spangler and Handy, 1982]. At the edge of stability, \( F_{\text{eff}} = F_s \), and failure will occur at a critical angle \( \theta_c \) that maximizes the effective cohesion on the failure plane, which may be expressed as

\[
C = \frac{1}{2} \rho g H \frac{\sin (\beta - \theta) \sin (\theta - \phi)}{\sin (\beta) \cos (\phi)} \tag{12}
\]

where \( \rho \) is rock density, \( g \) is gravitational acceleration, \( \beta \) is surface slope, and \( H \) is the hillslope height. The derivative of \( C \) with respect to \( \theta \) is

\[
\frac{\partial C}{\partial \theta} = \frac{1}{2} \rho g H \frac{\sin (\beta - 2 \theta + \phi)}{\sin (\beta) \cos (\phi)} \tag{13}
\]

so that \( C \) is maximized at \( \theta_c = 1/2 (\beta + \phi) \). Substituting \( \theta_c \) in (12) and solving for \( H \) provides the maximum stable height of the hillslope \( H_c \):

\[
H_c = \frac{4C}{\rho g [1 - \cos (\beta - \phi)]} \tag{14}
\]

Since by definition the hillslope height \( H \) is always less than or equal to \( H_c \), we can calculate a probability of failure

\[
P_{\text{fail}} = \frac{H}{H_c} \tag{15}
\]

that varies between 0 and 1 (Figure 4). We take the true failure probability to be the base probability plus a term that increases linearly through time at a rate dictated by the time since the last landslide at that node. This crudely accounts for time-dependent weakening of the failure plane and rock mass.

The potential size of a bedrock landslide is a function of local topography and relief, topographic gradient, rock strength, and the distribution, orientation, and strength of potential failure planes. We again employ the Culmann criterion, which predicts that the most likely failure plane is one that passes through the toe of the slope and dips at \( \theta_c \). A potential failure plane, dipping at \( \theta_c \), is assumed to daylight at every potential landslide target (Figure 4). We project that failure plane outward and upward to all neighboring nodes within a specified distance from the target. Those nodes whose surface elevation is above the projected failure plane are considered unstable, and the volume of material between the surface and the failure plane is recorded. The maximum potential landslide size at each target is the sum of the volumes at all unstable nodes associated with that target.

During each time step, the failure probability at each land-
Figure 5. Shaded relief perspective views of surface topography from experiment 1 after (a) 0, (b) 500, and (c) 1000 kyr. All plots in this and subsequent plates are 10 km by 10 km, and vertical exaggeration is 2×.

5. Experimental Results

We first describe the synthetic landscapes generated by ZSCAPE, both with and without the bedrock landsliding rule enabled, and compare those landscapes with selected examples of mountainous topography from the Basin and Range province using simple statistical measures. We quantify the role of bedrock landslides by examining the model erosion rates due to different geomorphic processes. We then explore the responses of both the hillslope and fluvial systems to changes in tectonic activity and precipitation. Finally, we examine the spatial and temporal distribution of landslides predicted by ZSCAPE and compare them with distributions from real landscapes.

We compare our results with topography from ranges that are bounded by active normal faults and that show clear signs of tectonic activity, such as linear range fronts, triangular facets, and piedmont fault scarps [Wallace, 1978]. On the basis of our field observations and the work of Stewart [1980] and Wallace [1978], among others, we identify five ranges in particular that meet our criteria: the Humboldt, Stillwater, Tobin, and Toiyabe Ranges in Nevada, and Steens Mountain in Oregon. We emphasize that while our synthetic landscapes are compared below with specific ranges, the visual and statistical signatures of these ranges are very similar despite their widely disparate tectonic and lithologic histories. We draw comparisons with a variety of ranges in order to highlight the consistent form taken by these active-fault-bounded mountains.

It is worth noting that the few existing data on landslide occurrence and magnitude-frequency distributions come from high-relief regions with high tectonic deformation rates, such as the Andes [Blodgett et al., 1996] and the Southern Alps of New Zealand [Hovius et al., 1997]. No such data have been collected for mountains of the Basin and Range. We therefore rely on the topography of these ranges, which after all is due to the integrated effect of geomorphic and tectonic processes, to constrain our present set of experiments.

5.1. Synthetic and Real Landscapes

In experiment 1 we begin with a gently tilted (1°) initial surface on which there is up to 5 m of randomly distributed bedrock topography, and up to 1 m of randomly distributed regolith (Figure 5a). We track the topography through 1000
Figure 5. (continued)

kyr of model run time, with all tectonic and geomorphic processes active. The resulting landscape (Figures 5b and 5c) appears remarkably similar to topography from many normal-fault-bounded mountain ranges, such as the Stillwater and Toiyabe Ranges in Nevada (Figure 6). The landscape contains a number of characteristic landforms that are observed along active normal-fault-bounded ranges [Wallace, 1978]. Catchments within the mountain mass generally are short and steep and trend normal to the mountain front. The catchments are shaped somewhat like a wineglass, with a large collection area
The spurs between the catchments are truncated, forming triangular facets [Davis, 1903; Hamblin, 1976]. Finally, material removed from the catchments is deposited very close to the mountain front within a hanging-wall basin. These deposits, which are fanlike at first, eventually coalesce to form a bajada on the hanging-wall block.

The role of landsliding in the evolution of these mountain...
Figure 7. Shaded relief perspective view of topography after 1000 kyr from experiment 2. In this experiment, landsliding is disabled, and hillslope evolution occurs solely by regolith production and weathering-limited diffusion.

Plate 1. Shaded perspective view of the topography from experiment 1. The shading indicates the number of landslides that have occurred at each node during the 1000-kyr model run.
fronts may be judged by comparing the results of experiment 1 (Figure 5c) with those of experiment 2, in which the landslide algorithm is turned off (Figure 6). In experiment 2 the hillslopes evolve only by regolith production and linear diffusion, and the catchments are unable to widen significantly. This results in considerably steeper hillslopes and a much higher drainage density than in experiment 1 (Figure 7). Drainage density, relief, and mean slope along a representative cross section across the footwall block of the Humboldt Range, Nevada, are far better reproduced by experiment 1 than by experiment 2 (Figure 8).

The probability distributions of elevation and of topographic slope indicate that experiment 1 is a better approximation of real topography than is experiment 2 (Figure 9). Distributions from the Tobin and Toiyabe Ranges, as well as from Steens Mountain in Oregon, appear remarkably consistent, despite wide variations in lithology and fault activity (Figure 9), indicating that the distributions are relatively insensitive to these parameters. Experiment 1 yields probability distributions of elevation and slope that are similar to those of the ranges. In contrast, experiment 2 yields very different distributions, which implies that weathering-limited diffusion alone is unable to statistically reproduce Basin and Range topography. As was stated above, other workers have circumvented this by folding mass movements into a transport-limited diffusion law and by resorting to artificially high values of diffusivity. We show below that by treating bedrock landsliding as a separate process, we gain additional insights into the effects of landsliding on topography.

5.2. Role of Bedrock Landsliding in Landscape Evolution

The effects of landsliding are highly dependent on the heterogeneity of slope distribution. As expected, the greatest number of landslides in experiment 1 occur on the faceted spurs adjacent to the fault, and on the relatively long-lived hillslopes adjacent to the major channels (Plate 1). Hillslopes in the upper parts of the catchments, only recently excavated by channel incision, experience comparatively few landslides. An important corollary of this observation is that triangular facets are highly modified and shaped by geomorphic processes, and are therefore generally not simply exhumed remnants of the original fault surface.

In experiment 1, bedrock landsliding is the dominant erosional process on the footwall block, except within the bottoms of stream valleys (Figure 10). Initial sculpting of the footwall is by fluvial incision, which sets the conditions for subsequent hillslope development by landsliding. The efficient delivery of sediment to the valleys by landsliding causes continual change in the channel network, as channels migrate and adjust to the changing sediment load and slope distribution. This migration is manifested as relatively broad zones within the valleys in which fluvial erosion is the dominant process (Figure 10). Fluvial and bedrock landsliding processes yield long-term (1000 kyr), spatially and temporally averaged erosion rates of 0.8 and 0.5 mm yr⁻¹, respectively (Figure 11). In contrast, the mean rate of relief generation across the fault, given by the sum of the mean rates of uplift and subsidence, is 0.9 mm yr⁻¹. Fluvial and landsliding processes are by far the dominant geomorphic agents; the mean long-term regolith production rate during the
run is 0.006 mm yr$^{-1}$, and the mean erosion rate due to regolith diffusion on hillslopes is 0.05 mm yr$^{-1}$ (Figure 11).

Few data exist with which to compare these synthetic erosion rates. No landslide erosion rates in the Basin and Range province have been published owing in part to the modern aridity and paucity of active landslides. Available landslide erosion rates and distributions are primarily from areas with high rates of precipitation and tectonic uplift [Kelsey, 1980; Pearce and...
5.3. Landscape Response Time

Continuous landscape activity requires that the local hillslope base level be consistently lowered. In our experiments this is accomplished by (1) continued activity on the fault, which lowers both global base level for channels draining the footwall and local base level for hillslopes along the mountain front, and (2) continued precipitation, which provides the channels with enough stream power to incise. We can assess the importance of these factors in landslide generation by abruptly changing one or both during a model run. In experiment 3, precipitation is held constant at 1.0 m yr\(^{-1}\) throughout the run, but activity on the fault stops at 1100 kyr of model run time (Figure 12). The number of landslides per time step decays rapidly, reaching 90% of the new mean in \(~100\) kyr (Figure 12).

This 100-kyr response time may be thought of as a convolution of two components: a fluvial component, during which channel incision is progressively replaced by aggradation throughout the network, and a hillslope component, during which landslides occur on unstable but previously unfailed hillslopes. The relative importance of these components may be estimated by comparing experiment 3 with experiment 4, in which precipitation is lowered by an order of magnitude to 0.1 m yr\(^{-1}\), simultaneous with the cessation of fault activity. The landscape response time should thus reflect only the influence of the hillslope component, since all channel incision effectively ceases immediately. In fact, the number of landslides immediately decreases to \(~0\) per time step (Figure 12), indicating that the hillslope response time is extremely rapid compared with the fluvial response time. Thus, relative to the channels, the hillslopes rapidly achieve a steady state, as was assumed by Anderson [1994].

5.4. Landslide Statistics

Landslides in our experiments show significant variation in size with time (Figure 13a). The probability distribution of landslide size may be approximated by a power law, a behavior that is observed in laboratory landslide experiments [e.g., Grumbacher et al., 1993; Frette et al., 1996] as well as in natural settings [Noever, 1993; Blodgett et al., 1996; Hovius et al., 1997]. For experiment 1 we calculate a power law exponent of \(-2.2\), very similar to the exponents often observed in laboratory experiments (Figure 13c) [Frette et al., 1996]. In contrast, the few measured natural landslide distributions have yielded power law exponents of approximately \(-1.3\) (Figure 13c) [Blodgett et al., 1996; Hovius et al., 1997]. One possible reason for this discrepancy lies in the differing spatial resolution of the methods used to observe landslide distributions. For example, Hovius et al. [1997] use repeat aerial photographs to assess the extent of landslides, and claim an areal resolution of \(10^5-10^6\) times.
m². Our algorithm is limited to resolving landslides between 10⁶ and 2.5 × 10⁹ m² in area, which means that we may be unable to accurately reproduce portions of the landslide size spectrum in particular regions. Another potential reason for the difference in power law exponents is that the remote-sensing studies of Blodgett et al. [1996] and Hovius et al. [1997] compute landslide magnitude-frequency relations on the basis of landslide area, whereas we use landslide volume. Hovius et al. [1997] relate area to volume via an empirical function that may well be location-specific and may account for the variation in exponents.

The bedrock landsliding algorithm is primarily controlled by the rock cohesion and friction angle, which are complex, often time-dependent properties of the rock mass [Selby, 1993]. Values of these parameters for various rock types, measured both in the field and in the laboratory, range over several orders of magnitude [Schmidt and Montgomery, 1995]. Several workers [Selby, 1980; Schmidt and Montgomery, 1995] have pointed out that rock mass strength decreases with increasing spatial length scale. The appropriate rock strength values in ZSCAPE should therefore reflect the influence of discontinuities within the rock mass, rather than laboratory strength measurements. The majority of our experiments use landscape-scale values of cohesion and friction angle, C = 60 kPa and φ = 20° (Santa Cruz Mountain sedimentary rock of Schmidt and Montgomery [1995]). The effect of rock strength on experimental landscapes is illustrated by experiment 5, in which we use values more typical of those measured in the laboratory, C = 20,000 kPa and φ = 40° (hard sedimentary rock of Schmidt and Montgomery [1995]). The higher strength leads to steeper critical hillslope heights (equation (14)) and thus results in fewer and smaller landslides (Figure 13b). In addition, the smaller exponent implies that large landslides are relatively more abundant than in the low-strength experiments. However, we stress that experiments with nearly any degree of landsliding result in topography that is fundamentally different from that generated by weathering-limited diffusion alone.

6. Discussion

6.1. Fluvial Incision as a Rate-Limiting Process

The similarity between rates of erosion from fluvial and landslide processes implies that they are tightly coupled. This coupling is a natural consequence of their relative efficiency and response times and is not explicitly specified in the model. If landslides in a particular landscape are caused primarily by fluvial channel incision, as is modeled here, the degree of coupling will be quite high. However, if other mechanisms of destabilizing slopes, such as groundwater sapping or seismic accelerations, are present, we expect the coupling to be much less pronounced, as landsliding will occur in response to those other mechanisms as well.

In our experiments the rate of fluvial channel incision determines the rate at which the landscape evolves; the channel network sets the lengths and distribution of hillslopes and thus is primarily responsible for the gross morphology of the landscape. We argue therefore that field measurements of rates of landscape evolution in setting similar to our experiments should focus on rates of fluvial processes. Nevertheless, the stochastic nature of the landsliding process and its intrinsic response time can yield hillslopes that in essence lag behind the process of local base level lowering. This lag time may yield unstable hillslopes such as inner gorges that exist for relatively long time periods (≥10³ years). Inner gorges are commonly observed in actively eroding landscapes and may be misinterpreted as an indication of a recent increase in incision rate caused by regional base level lowering or climate change [Densmore et al., 1997].

Weissel and Seidl [1997] have shown that hillslope processes, particularly bedrock mass wasting, limit the headward propagation rate of drainages on the passive eastern margin of Australia. Their findings do not contradict our conclusions in this paper, as they deal with different stages of drainage basin evolution. Weissel and Seidl [1997] were concerned with the initial incision of a drainage network into low-relief topography, while our results apply to portions of the drainage network that have evolved to a steady state form and relief.

6.2. System Response as a Measure of Landscape Evolution

Kooi and Beaumont [1996] presented an analysis of landscape response times and the effects of the interaction between response time and timescales of tectonic forcing. They demonstrated quasi-linear behavior of their LEM, as evidenced by the exponential response of particular variables to step changes in tectonic forcing. We observe similar quasi-linear behavior in the evolution of our channel network. For example, the mean denudation rate on the footwall increases as [1 - exp (-t/τs)] after a step increase in tectonic activity, where the timescale τs ~ 200 kyr.

The bedrock landsliding algorithm also exhibits a characteristic response time after changes in tectonic activity, although the response is highly nonlinear. This is not surprising, given the nonlinear relationship between failure probability and hillslope gradient (equations (14) and (15)). Recall that an abrupt cessation of tectonic activity, and thus base level fall, causes a decrease in the number of landslides per time step, with a response time of the order of 100 kyr (Figure 12). We interpret this response time as reflecting the progressive cessation of channel incision and the onset of aggradation throughout the network. An initial wave of aggradation passes very rapidly up the network (on a timescale of <10 kyr, which agrees with the observation of Wallace [1978] in the Basin and Range) and results in the precipitous initial drop in the number of landslides. Aggradation lowers hillslope heights, essentially freezing the failure probability at any particular target. Those hillslopes that are already steep enough to fail, do so eventually, and the lack of continued base level fall means that new landslide-prone hillslopes are created.

6.3. Assumptions and Improvements

Our approach to modeling mass movements via landslides involves two algorithms, one for determining the location and size of a landslide and a second for distributing the failed material downslope. The first of these is motivated strongly by the physics and observations of slope failure both in the real world and in controlled experiments, although at present we ignore most of the range of landslide rheologies [e.g., Varnes, 1978]. The means of distributing failed material, however, is tied less to physics than to basic field observations. This is partly because the physics of slide material is strongly dependent on the rheology of the material. Our simple algorithm to distribute slide material can be tuned by adjusting a limited number of parameters, but we hasten to point out that these parameters are simple proxies for a complicated physical process. Particular applications of the model must at least involve
a landslide rule set that is modified to fit the dominant landslide type observed in the region.

We also ignore tectonic and climatic variations as potential landslide triggers. Seismic triggering of landslides is well documented [Keefer, 1984, 1994], and attempts have been made to relate earthquake magnitude to landslide likelihood [Wilson and Keefer, 1985; Jibson and Keefer, 1993]. There is disagreement, however, between theoretical and measured ground accelerations during earthquakes, primarily due to topographic effects [e.g., Geli et al., 1888], and no general, physically based model of seismically triggered landsliding has yet been proposed.

Variations in climate should affect the bedrock landsliding algorithm in both direct and indirect ways, although we have not yet explored the effect of climate change on landscape development. In particular, we expect that increased precipitation should increase the channel incision rate and thus move rapidly lower the local base level seen by the hillslopes. In addition, higher precipitation will increase the rate at which information on ultimate base level (as dictated, for example, by tectonic activity) is transmitted upstream. More rainfall should also increase the regolith production rate and should result in saturation of the hillslope regolith, which would be reflected in a higher diffusivity and increased mass fluxes by regolith mass movement. Finally, increased precipitation will hasten weathering of the bedrock along joint planes, thereby decreasing the bulk cohesion and enabling bedrock slides.

We approximate the accumulating tectonic displacement field by superposing displacement fields calculated from the initial flat surface rather than from the incrementally deforming surface. This leads to a progressively larger mismatch between the theoretical and applied displacement fields. This is a small source of error, however, since vertical gradients in the relief across the displacement field are of the order of 2.5% per kilometer of fault displacement. In this experiment, for instance, total fault displacement is 3.3 km, implying an error of less than 10%.

ZSCAPE does not yet account for the flexural effects of differential loading and unloading, which have been shown to be significant in generating footwall uplift in an extensional setting [Weissel and Kermer, 1989; King and Ellis, 1990]. We may obtain a crude estimate of the magnitude of the elevation changes due to flexure by calculating the displacement in response to the total load accumulated during an experiment. The negative load due to erosion is represented by the difference between the summed tectonic displacement envelope and the final bedrock topography, while the positive load due to deposition is simply the accumulated regolith thickness. Assuming an effective elastic thickness of 2 km [King and Ellis, 1990], differential elevation changes due to the flexural response to this load are ~80 m across the 10-km-wide space of experiment 1. In contrast, the cumulative tectonic relief across this same distance in experiment 1 is 620 m. This analysis is of course approximate, as it ignores the feedback between the flexural response and geomorphic activity [King and Ellis, 1990; Small and Anderson, 1995].

A final issue concerns the spatial resolution of the geomorphic rule set, particularly of the bedrock landsliding algorithm. Selby [1980], among others, helped to quantify the role played by joints and fractures in dictating rock strength and slope stability. Recent work by Weissel and Seidl [1997] has highlighted the dramatic effect that fracture density and orientation have on hillslope morphology. Such fine-scale variables are at present ignored by the bedrock landsliding algorithm in ZSCAPE, being folded into the rock strength parameters. However, any analysis of the spatially distributed effects of fractures on hillslope morphology and landslide occurrence, as well as explicit comparisons between observed and synthetic landslide morphologies, will require an algorithm capable of resolving such variables.

As such issues are resolved, we believe that models such as ZSCAPE may eventually be useful in predicting the geomorphic evolution of specific sites. Accurate, high-resolution DEM data will serve as the template on which geomorphic and tectonic processes act; ZSCAPE is then ideally suited to monitor the evolution of topography, as well as landslide location and size, erosion rates, and sediment fluxes. Such simulations will provide an independent, long-term check on historically measured parameters such as catchment sediment fluxes, and may help to determine whether modern process rate measurements agree with long-term equilibria.

7. Conclusions

We have demonstrated the first quantitative model of landscape evolution that includes a realistic tectonic deformation input and erosion by bedrock landslides, and have shown that it produces landscapes that are consistent with laboratory and field observations. In particular, we draw the following conclusions:

1. Our experiments support the hypothesis that bedrock landsliding is an important process in the evolution of realistic mountainous topography. A weathering-limited diffusion rule, although appropriate for modeling regolith transport in many environments, cannot remove sufficient material from the model space using field-measured values of topographic diffusivity. While previous studies have simulated bedrock landsliding by using artificially high diffusivities, we argue that such approaches obscure the contribution of discrete, large landslide events to landscape development.

2. Experimental rates of erosion due to bedrock landsliding are comparable to those due to fluvial channel incision. In addition, the response time of individual hillslopes to changes in local baselevel is very rapid compared with the response time of the channel network as a whole. These lines of evidence argue that fluvial and landsliding processes are tightly coupled. In steady state, and in the absence of alternative means of generating landslides (such as groundwater sapping or seismic accelerations), fluvial channel incision is the rate-limiting process of landscape evolution. Bedrock landslides allow the hillslopes to keep pace with channel incision.

3. Rates of bedrock landsliding respond nonlinearly to temporal changes in tectonic activity. On the basis of the rapid hillslope response, we attribute the bedrock landslide response time to progressive aggradation and adjustment of the channel network.

4. A simple, stochastic bedrock landsliding algorithm is sufficient to generate landslide size distributions that show power law behavior, consistent with laboratory experiments. There is some discrepancy between numerically derived and field-measured exponent values, which may be due to differences in spatial resolution between the numerical model and remote-sensing measurement techniques, or to differences between volume-frequency and area-frequency relationships.

Finally, we wish to point out the need for additional data on landslide size distributions and temporal sequences from a
variety of geologic environments. In particular, we stress that future field investigations should focus on fluvial and bedrock
landsliding processes, as our experiments demonstrate that these are responsible for the bulk of the geomorphic work done on the landscape.

Notation

- $A$ drainage area, m$^2$
- $B$ topographic slope, rad.
- $\beta_{crit}$ critical topographic slope for shallow landsliding, rad.
- $C$ cohesion, kg m$^{-1}$ s$^{-2}$
- $C_r$ runof coefficient, dimensionless.
- $\Delta t$ timestep, years.
- $\Delta x$ grid spacing, m.
- $F_{eff}$ component of weight of hillside material along failure plane, kg m$^{-2}$.
- $F_w$ weight of hillside material, kg m$^{-2}$.
- $F_r$ resisting force along failure plane, kg m$^{-2}$.
- $g$ gravitational acceleration, m s$^{-2}$.
- $y$ unit weight, kg m$^{-2}$ s$^{-2}$.
- $H$ hillslope height, m.
- $H_c$ maximum hillslope height, m.
- $k$ diffusion coefficient, kg m$^{-1}$ s$^{-1}$.
- $k_x$ diffusivity, m$^2$ s$^{-1}$.
- $k_a$ alluvial sediment transport coefficient, m$^2$ s$^{-3}$ kg$^{-1}$.
- $k_b$ bedrock incision coefficient, m$^2$ kg$^{-1}$.
- $k_w$ channel width coefficient, dimensionless.
- $L$ hillslope length, m.
- $\Omega$ stream power per unit bed width, kg s$^{-3}$.
- $\Omega_0$ threshold stream power per unit bed width, kg s$^{-3}$.
- $\Omega_{excess}$ excess stream power per unit bed width, kg s$^{-3}$.
- $P_{fail}$ probability of failure, dimensionless.
- $P$ precipitation rate, m s$^{-1}$.
- $\rho$ bulk density, kg m$^{-3}$.
- $\phi$ material friction angle, rad.
- $q_x$ mass transport per unit width, kg m$^{-1}$ s$^{-1}$.
- $Q_x$ volumetric transport rate per unit width, m$^2$ s$^{-1}$.
- $R$ regolith thickness, m.
- $R_{a}$ depth of maximum regolith production, m.
- $R_{scale}$ regolith production lengthscale, m.
- $\sigma_R/\sigma t_0$ regolith production rate, m yr$^{-1}$.
- $(\sigma_R/\sigma t)_0$ surface regolith production rate, m yr$^{-1}$.
- $(\sigma_R/\sigma t)_a$ maximum regolith production rate, m yr$^{-1}$.
- $S$ channel bed slope, rad.
- $\tau_r$ earthquake recurrence interval, years.
- $\theta$ failure plane dip, rad.
- $\theta_c$ critical angle of failure, deg.
- $w$ channel width, m.
- $z$ surface elevation, m.
- $z_b$ bedrock surface elevation, m.
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