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The effect of morphology upon mobility: Implications for bulk heterojunction solar cells with nonuniform blend morphology

C. Groves, a) L. J. A. Koster, and N. C. Greenham
Cavendish Laboratory, J. J. Thomson Avenue, Cambridge, CB3 0HE, United Kingdom

(Received 5 January 2009; accepted 15 March 2009; published online 13 May 2009)

We use a Monte Carlo model to predict the effect of composition, domain size, and energetic disorder upon the mobility of carriers in an organic donor-acceptor blend. These simulations show that, for the changes in local morphology expected within the thickness of a typical bulk heterojunction photovoltaic device, changes in mobility of more than an order of magnitude are expected. The impact of nonuniform mobility upon space-charge-limited diode and photovoltaic (PV) device performance is examined using a drift-diffusion model. The current passing through a space-charge-limited diode is shown to depend upon the position of the layers with differing mobility. Accurate modeling of the current in such devices can only be achieved using a drift-diffusion model incorporating nonuniform mobility. Inserting a 20 nm thick layer in which the mobility is less by one order of magnitude than in the rest of the 70 nm thick PV device reduced the device efficiency by more than 20%. Therefore it seems vital to exert a high degree of control over the morphology throughout the entire blend PV device, otherwise potential PV performance may be lost. © 2009 American Institute of Physics. [DOI: 10.1063/1.3117493]

I. INTRODUCTION

Solution-processable materials are attractive candidates for photovoltaic (PV) devices because of their potential low cost. However, such materials typically have a high exciton binding energy and require films of thickness ~100 nm to efficiently absorb light. Consequently, to have viable charge generation one must use an intimately mixed blend of donor and acceptor materials, the heterojunctions between which drive exciton dissociation. 1,2 Such bulk heterojunctions (BHJs) are easily realized by blending the donor and acceptor materials in solution prior to deposition. Unfortunately, the constraints placed on the morphology by charge generation, which is favored by a fine phase separation, are counter to those of charge transport, which is favored by a coarse phase separation. Consequently, balancing the competing demands upon the morphology is critical to optimizing PVs. Many methods exist to alter the morphology of a BHJ, including annealing, 3 and the choice of solvent 4 or cosolvent. 5 However, while these techniques broadly control the domain size, crystallinity, or packing of the components of the BHJ, these characteristics of the blend morphology are not uniform throughout the film. Indeed, studies of the structure of polymer-polymer, 6,7 polymer-fullerene, 8–10 and polymer-nanocrystal blends show hierarchies of phase separation and vertical variations in the blend morphology. How this local variation in blend morphology affects the local mobility of carriers, and in particular the PV performance, is largely unknown. This may be a serious deficiency in our knowledge, especially since the limited existing studies point to significant changes in charge transport when some aspects of morphology are changed. 12–16 In particular, Frost et al. 12 showed that networks of self-repelling and self-attracting polymers show orders of magnitude difference in mobility and substantially different dispersive character.

In this paper we use a Monte Carlo model to reveal the dependence of mobility upon domain size, blend composition, and energetic disorder. It is predicted that local changes in the characteristics of blend morphology seen in high-performance PV devices can lead to local changes in the mobility by more than an order of magnitude. The effect of nonuniform mobility upon space-charge-limited (SCL) diode and PV device performance is then investigated using a drift-diffusion model. The current passing through SCL diodes is found to be sensitive not only to the local mobility variations, but also to where within the device the variations occur. This shows that caution should be exercised when deriving SCL mobility from devices with nonuniform blend morphology. PV device performance is also shown to be significantly affected by nonuniform mobility, indicating that good morphology control is vital if one is not to lose potential performance. Furthermore it is shown that models, which assume the blend to be a homogeneous effective medium, are not capable of reproducing well the performance of a PV device with nonuniform mobility. We conclude that it is important to experimentally characterize and control the blend morphology throughout the film and to develop models that can take into account the local variations in mobility, which are a consequence of nonuniform blend morphology.

II. THE EFFECT OF MORPHOLOGY UPON LOCAL MOBILITY

First, we shall examine the effect of morphology upon mobility using a Monte Carlo model. Here we represent the morphology as a regular 1 nm Cartesian lattice comprising donor and acceptor sites extending 70 nm in each direction. Initially, the sites are chosen at random to be either donor or acceptor in accordance with the ratio of the acceptor volume...
to total volume, \( \alpha \). Thereafter, the simulated annealing approach of Peumans et al.\textsuperscript{17} is used to coarsen blend as required. In summary, this technique involves choosing a pair of neighboring sites at random and probabilistically admitting a swap based on the energy change of the system.\textsuperscript{14,15,17} Note that since cyclic boundary conditions are allowed for transport (see later), pairwise swaps over matching faces of the morphology are also allowed. Phase separation is encouraged by choosing the interfacial energies of the acceptor (\( E_{AD} \)), acceptor (\( E_{AA} \)), and heterojunction (\( E_{AD} \)) such that \( 2E_{AD} = E_{AA} - E_{DD} \). Boltzmann factors are included to satisfy detailed balance. During the succession of annealing steps, the domain size of the minority component is calculated from

\[
d = \frac{6 \beta V}{A},
\]

where \( A \) is the interfacial area, \( V \) is the total blend volume, and \( \beta \) is the volume fraction of the minority component (i.e., \( \beta = \alpha \) when \( \alpha < 0.5 \), \( \beta = (1-\alpha) \) when \( \alpha > 0.5 \)). Note that we create at least 50 morphologies, which share the same characteristics (\( d \) and \( \alpha \)) to ensure that we are sampling the average behavior for a particular type of morphology. Thereafter, this set of morphologies is used in a Monte Carlo model to predict mobility in a manner similar to that reported previously.\textsuperscript{14,16} In summary, each site is assigned a Gaussian distributed energetic disorder of standard deviation \( \sigma \) prior to each simulation, and then an electron is placed on an acceptor site at random. The rate of hopping between the current site (\( i \)) and a nearest neighbor site (\( j \)) is calculated using a Marcus rate expression,

\[
R_{i \rightarrow j} = \nu_{\text{hop}} \exp \left[ -\frac{(E_i - E_j + E_p)^2}{4E_p k_B T} \right],
\]

where \( E_i \) and \( E_j \) are the energies of the sites \( i \) and \( j \), respectively, and \( E_p \) is half the polaron relaxation energy. The energies of the sites include energetic disorder and the applied electric field \( F = 10^5 \) V/cm in all cases. The parameters used in Eq. (2) are chosen to give a low-field mobility of \( 10^{-20} \) cm\(^2\)/Vs, and are shown in Table I. Hops are only allowed between acceptor sites. Hop times are generated from \( \tau_{i \rightarrow j} = -\ln(X)/R_{i \rightarrow j} \), where \( X \) is a random number between 0 and 1, and the process with the shortest wait time is chosen as the behavior for the carrier. The mobility is calculated from \( \mu = x/Ft \), where \( x \) is the distance traveled downfield in time \( t \). Since carriers are injected at random points within the lattice, their initial energy distribution matches the density of states rather than the equilibrium energy distribution,\textsuperscript{18} and consequently their mobility is transiently enhanced. Since carriers are expected to thermalize rapidly within the density of states, the experimentally relevant variable is the equilibrium mobility. Hence, we measure mobility as a function of time and only record the time-independent mobility corresponding to equilibrated carriers. Note that we are examining low charge densities typically found in time-of-flight experiments and PV devices under normal operating conditions. The process is then repeated with different conformations of energetic disorder and morphology (all with the same \( d \) and \( \alpha \)) to ensure accurate sampling of average behavior.
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**FIG. 1.** (Color online) The ratio of electron mobility in the blend \( \mu_{\text{blend}} \) to that in the bulk \( \mu_{\text{bulk}} \) as a function of volume fraction of the acceptor material to the total volume \( \alpha \). Squares, triangles, and circles represent blends with \( d = 4, 8, \) and \( 12 \) nm, respectively. Energetic disorder is either \( \sigma = 0 \) (red), 100 meV (black), or 125 meV (blue). Lines are a guide to the eye.

### Table I. Parameters used in the Monte Carlo simulations.

<table>
<thead>
<tr>
<th>Disorder (meV)</th>
<th>( \nu_{\text{hop}} ) (s(^{-1}))</th>
<th>( E_p ) (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( 3 \times 10^9 )</td>
<td>( 4 \times 10^{-20} )</td>
</tr>
<tr>
<td>100</td>
<td>( 1.1 \times 10^{12} )</td>
<td>( 4 \times 10^{-20} )</td>
</tr>
<tr>
<td>125</td>
<td>( 5 \times 10^{13} )</td>
<td>( 4 \times 10^{-20} )</td>
</tr>
</tbody>
</table>
filaments. In essence, filaments are an energetic landscape through which carriers have to negotiate in much the same way that the BHJ is a physical landscape for carriers to negotiate. For efficient transport one would want these two networks to be coincident, however, in this model, the position of the filaments bears no relation to the physical morphology and so the mobility is reduced. Since guiding along filaments improves as $\sigma/k_B T$ increases, $\mu_{\text{blend}}/\mu_{\text{bulk}}$ reduces as the degree of energetic disorder increases for a given morphology.

Hence we have shown that, local blend morphology can cause orders of magnitude reduction in the mobility when $\alpha<0.25$. It is important to realize at this point that the blend morphologies in regions of some PV devices access this regime. Indeed, even high-performance polymer-polymer PVs have been shown to have strata with $\alpha=0.15$, which according to Fig. 1, would give many orders of magnitude reduction in the local mobility. We now use a drift-diffusion model to give some insight into how nonuniform blend morphology, and the mobility variations it causes, affects device performance.

### III. MOBILITY VARIATIONS IN SCL DIODES

As a first step, we examine the effect of nonuniform mobility upon SCL diodes. This is important since current-voltage measurements on SCL diodes are often used to characterize the mobility of carriers in a blend, and so help interpret PV performance. Here we consider devices with a layer in which the electron mobility is one order of magnitude lower than in the rest of the device (in which $\mu_e=10^{-10}\text{ m}^2\text{V}^{-1}\text{s}^{-1}$). For simplicity we ignore the dependence of the mobility on field and carrier density, which is discussed in detail in Ref. 22. Note that one order of magnitude variation in mobility is well within the variation in mobility expected in some real devices. Two types of devices are considered: Case I, in which the low-mobility region is adjacent to the cathode and Case II, in which the low-mobility region is adjacent to the anode. The thickness of the low-mobility layer $z$ is allowed to vary from zero to the device thickness $L(=70\text{ nm})$.

The current-voltage characteristics of single-carrier devices are predicted by self-consistently solving the Poisson and drift-diffusion equations, while suppressing hole injection. Here we assume both contacts are electron-injecting (Ohmic), although we note that the behavior shown does not change if the anode is assumed to be noninjecting and a perfectly absorbing boundary. The parameters used in this simulation are given in Table II. In both cases reducing the mobility reduces the current as expected. Our results are very similar to those of Crone et al., who examined the consequence of a Case I type structure for light-emitting diodes. In the context of PV devices, SCL diodes are important because they are often used to derive mobilities for carriers within blend morphologies. Hence, we now interpret the resultant current-voltage curves using a model, which assumes a uniform blend morphology, as in Refs. 20 and 21, to determine the effective electron mobility $\mu_{e,\text{eff}}$ for the device with a nonuniform blend morphology. The results shown in Fig. 2(a) indicate that the insertion of a layer with an electron mobility that is one order of magnitude lower than in the rest of the device is detrimental to the transport through the whole of the device. For Case I, just 10 nm is sufficient to reduce $\mu_{e,\text{eff}}$ by a factor of four, whereas the implications for Case II are less dramatic because the electron concentration is greatest adjacent to the cathode. Clearly the position of the low mobility layer is important in determining the current in a SCL diode, and in turn the effective mobility. The mobility one derives from a nonuniform device is therefore not a good indicator of charge transport processes. However, it would be preferable if one did not have to use a drift-diffusion model, which incorporates nonuniform mobility to interpret data from nonuniform devices. Consequently, we have rederived the Mott–Gurney law to determine the effective mobility for a device with nonuniform mobility (for full derivation see Appendix). By setting the mobility to be $\mu_1$ over the range 0 to $z$ and $\mu_2$ elsewhere, we find the effective mobility to be

$$
\mu_{\text{eff}} = \left[ \frac{1}{\sqrt{\mu_1}} \left( \frac{3}{2} \frac{1}{L} \left( \frac{z}{L} - 1 \right) \right)^{3/2} + \frac{1}{\sqrt{\mu_2}} \left( 1 - \frac{z}{L} \right)^{3/2} \right]^{-2}.
$$

The predictions of Eq. (3) for Case I and Case II are shown in Fig. 2. It can be seen that Eq. (3) underestimates the effective mobility for both Cases I and II. Hence, even when
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**TABLE II.** Parameters used in the drift-diffusion model. The parameter $\alpha$ is the initial separation of the geminate pair, while $k_f$ is the recombination rate of a geminate pair to ground (Ref. 23).

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>relative dielectric constant</td>
<td>2.1</td>
</tr>
<tr>
<td>hole mobility</td>
<td>$10^{-7}\text{ m}^2\text{V}^{-1}\text{s}^{-1}$</td>
</tr>
<tr>
<td>electron mobility (bulk)</td>
<td>$10^{-10}\text{ m}^2\text{V}^{-1}\text{s}^{-1}$</td>
</tr>
<tr>
<td>bound pair generation rate</td>
<td>$5\times10^{12}\text{ m}^{-3}\text{s}^{-1}$</td>
</tr>
<tr>
<td>$k_f$</td>
<td>$10^9\text{s}^{-1}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1.5 nm</td>
</tr>
<tr>
<td>built-in voltage</td>
<td>1.6 eV</td>
</tr>
</tbody>
</table>

The inset illustrates the position of the effective mobility for both Cases I and II. Hence, even when...
the Mott–Gurney law is modified to take into account non-uniform mobility, it cannot always be used to correctly interpret data from nonuniform devices.

The difference between the predictions of Eq. (3) and the drift-diffusion model is essentially due to the neglect of diffusion in Eq. (3). In Fig. 3 we show the predictions of the carrier density by the drift-diffusion model for Case I and Case II devices, and a device with uniform mobility for comparison. It can be seen that there is a significant accumulation of charge in the lower mobility regions for both the Case I and Case II devices, and that there is a sharp change in charge density at the boundary between the layers of differing mobility with some "smearing" due to diffusion. The charge density profile around the boundary is only approximately reproduced in the analytical description. This, in turn, leads to a redistribution of the field, which gives rise to an increased drift current for Case I and Case II devices. Hence it is the boundary between the two layers of differing mobility that gives rise to the difference between the analytical and drift-diffusion models.

IV. MOBILITY VARIATIONS IN PV DEVICES

Now we examine what the implications of nonuniform mobility are upon PV device performance. In these double-carrier devices we insert a layer with low electron mobility in a similar manner to previous models.24 A mobility layer for the Case I electron mobility. Vertical dashed lines indicate the boundary of the low-bias. The dotted line corresponds to a single-carrier device with a constant anode and cathode are assumed to be electron injecting. We assume a uniform generation rate of free charge carriers of $5 \times 10^{27} \text{ m}^{-3} \text{ s}^{-1}$, which is typical for PV operating conditions. Parameters are shown in Table II.

Figure 4 shows the $J$-$V$ characteristics of a PV device with no low-mobility layer (i.e., $z=0$), compared against those for Case I and Case II devices with $z=20$ nm. All devices show approximately the same open-circuit voltage and fill factor. However, they do differ in their short-circuit current, $J_{SC}$, with Case I having $J_{SC}$ 21% lower than that for $z=0$ case. Note that experimental data3 suggest that even larger changes in mobility due to morphology variations than assumed here may be possible. As in the SCL diode case, having a low-mobility layer adjacent to the anode (Case II) has a lesser effect. The cause of the change in $J_{SC}$ between the various cases is primarily due to bimolecular recombination losses. Figure 5 shows the bimolecular recombination rate for the Case I and Case II devices compared to a device with no low-mobility layer ($z=0$) at short circuit. It can be seen that the insertion of a layer with low electron mobility close to the cathode significantly increases the bimolecular recombination rate in the region of the low-mobility layer. We can rule out geminate recombination losses being a fac-

![FIG. 3. The electron density as a function of position in the device for Case I (solid line) and Case II (dashed line) for a single-carrier device at +2 V bias. The dotted line corresponds to a single-carrier device with a constant electron mobility. Vertical dashed lines indicate the boundary of the low-mobility layer for the Case I (left) and Case II (right) devices. Both the anode and cathode are assumed to be electron injecting.

![FIG. 4. Simulated current-voltage curves for a device with $z=0$ nm (solid line) and $z=20$ nm in Cases I (dashed line) and II (dotted line).

![FIG. 5. Recombination rate in the active layer for a device with $z=0$ nm (solid line) and $z=20$ nm in Cases I (dashed line) and II (dotted line). Vertical dashed lines indicate the boundary of the low-mobility layer for the Case I (left) and Case II (right) devices.](https://apicoder.org/fig5.png)
FIG. 6. Simulated power conversion efficiency normalized to the efficiency of a device without a low electron mobility region for Case I (circles) and Case II (squares). Open symbols correspond to the electron mobility exhibiting a jump of a factor of ten, while the closed symbols denote the results for taking the electron mobility constant and equal to $\mu_{e,\text{eff}}$. Lines are a guide to the eye.

Our data show that the range of blend morphologies seen in real PV devices can give rise to significant variations in the local mobility. Of course, the predicted results will not be accurate for many blends. Indeed, there is experimental evidence, which shows that the blend morphology can significantly affect mobility in the manner we propose, for example, and further data that local morphology affects local charge transport.


\section*{APPENDIX: DERIVATION OF EQ. (3)}

We first revisit the derivation of the expression for SCL current in the case of a uniform mobility. It is assumed that the current density $J$ is due to drift of electrons of density $n$,

$$J = e \mu n E.$$  \hfill (A1)

By combining Eq. (A1) with the Poisson equation, one obtains

$$\frac{dE}{dx} = \frac{J}{\varepsilon \mu E},$$  \hfill (A2)

which can be integrated to yield

$$E = \sqrt{\frac{2Jx}{\varepsilon \mu}}.$$  \hfill (A3)

assuming $E(0)=0$. By integration of Eq. (A3), combined with the boundary conditions $V(0)=0$ and $V(L)=V$, one obtains the Mott–Gurney law.
\[ J = \frac{9}{8} \frac{V^2}{L^2}. \]  

Equation (3) is derived using similar boundary conditions on the field and the potential at the contacts with the additional constraint that \( \mu_1 = \mu \) in region 1 \((0 < x < z)\) and \( \mu_2 = \mu \) in region 2 \((x > z)\). Let \( E_1 \) and \( E_2 \) be the field strength in regions 1 and 2. Similar to Eq. (A3) one has for region 1

\[ E_1 = \sqrt{\frac{2J}{\varepsilon \mu_1}}, \]  

which implies that the voltage across region 1 is equal to

\[ V_1 = \frac{2}{3} \frac{z^{3/2}}{\varepsilon \mu_1}. \]  

For region 2 one has

\[ E_2 = \sqrt{\frac{2J(x-z)}{\varepsilon \mu_2}} + C, \]  

where \( C \) is a constant of integration. Since the field at \( x = z \) is continuous, \( C \) is given by

\[ C = \sqrt{\frac{2Jz}{\varepsilon \mu_1}}. \]  

Similarly for the potential

\[ V(L) = V_1 + \int_0^L E_2(x') \, dx', \]  

which, by setting the potential to be continuous at \( x = z \), can be related to the current density by

\[ V = \frac{2}{3} L^{3/2} \sqrt{\frac{2J}{\varepsilon \mu_1}} \left( 1 + \frac{3}{2} \sqrt{\frac{z}{L}} - \frac{1}{2} \left( \frac{z}{L} \right)^{3/2} \right) \]

\[ + \frac{1}{\sqrt{\mu_2}} \left( 1 - \frac{z}{L} \right)^{3/2}, \]  

which in turn can be rewritten as

\[ J = \frac{9}{8} \frac{\varepsilon \mu_{\text{eff}}}{L^2}, \]  

where \( \mu_{\text{eff}} \) is given by Eq. (3).