Abstract

In this paper, we are interested in the number of fixed points of functions \( f : A^n \to A^n \) over a finite alphabet \( A \) defined on a given signed digraph \( D \). We first use techniques from network coding to derive some lower bounds on the number of fixed points that only depends on \( D \). We then discover relationships between the number of fixed points of \( f \) and problems in coding theory, especially the design of codes for the asymmetric channel. Using these relationships, we derive upper and lower bounds on the number of fixed points, which significantly improve those given in the literature. We also unveil some interesting behaviour of the number of fixed points of functions with a given signed digraph when the alphabet varies. We finally prove that signed digraphs with more (disjoint) positive cycles actually do not necessarily have functions with more fixed points.

1 Introduction

Boolean networks have been used to represent a network of interacting agents as follows. A network of \( n \) automata has a state \( x = (x_0, \ldots, x_{n-1}) \in \{0,1\}^n \), represented by a Boolean variable \( x_i \) on each automaton \( i \), which evolves according to a deterministic function \( f = (f_0, \ldots, f_{n-1}) : \{0,1\}^n \to \{0,1\}^n \), where \( f_i : \{0,1\}^n \to \{0,1\} \) represents the update of the local state \( x_i \). Boolean networks have been used to model gene networks \([30, 47, 49, 28, 29, 12]\), neural networks \([32, 27, 21, 25, 7]\), social interactions \([36, 23]\) and more (see \([50, 22, 10, 35]\)). Their natural generalisation where each variable \( x_i \) takes its values in some finite alphabet \( A \) has also been investigated, since this can be a more accurate representation of the phenomenon we are modelling \([49, 29]\).

The structure of a network \( f : A^n \to A^n \) can be represented via its interaction graph \( G(f) \), which indicates which update functions depend on which variables. More formally, \( G(f) \) has \( \{0, \ldots, n-1\} \) as vertex set and there is an arc from \( j \) to \( i \) if \( f_i(x) \) depends on \( x_j \). The arcs of the interaction graph can also be signed, where the sign of \( (j,i) \) indicates whether the local function \( f_j(x) \) is an increasing (positive sign), decreasing (negative sign), or non-monotone (zero sign) function of \( x_j \). This is commonly the case when studying gene networks, where a gene can typically either activate (positive sign) or inhibit (negative sign) another gene. In this biological context, the interaction graph is known—or at least well approximated—, while the actual update functions are not. The main problem of research on (non-necessarily Boolean) networks is then to predict their dynamics according to their interaction graphs.

Among the many dynamical properties that can be studied, fixed points are crucial because they represent stable states; for instance, in the context of gene networks, they correspond to stable patterns of gene expression at the basis of particular biological processes. As such, they are arguably the property which has been the most thoroughly studied. The study of the number of fixed points and its maximisation in particular is the subject of a stream of work, e.g. in \([44, 6, 37, 5, 38, 4]\). A lot of literature is devoted to determining when a Boolean network admits multiple fixed points (see \([40]\) for a survey).
For the maximum number of fixed points with a given signed interaction graph, however, a wide gap remains between the best lower bounds and upper bounds known so far. The first result in this area, proposed by Thomas [48], is that networks whose interaction graphs do not have a positive cycle (i.e., a cycle with an even number of negative arcs) have at most one fixed point. This was then generalised into an upper bound on the number of fixed points of Boolean networks: a network has at most \(2^{k^+}\) fixed points, where \(k^+\) is the minimum size of a positive feedback vertex set of its interaction graph [7, 5]. This upper bound was then refined via the use of local graphs [46, 37, 38, 40]. On the other hand, a positive cycle admits a Boolean network with 2 fixed points. A network with a large number of fixed points for a general signed digraph is then obtained by packing positive cycles; if \(D\) has \(c^+\) disjoint positive cycles, then the network has \(2^{c^+}\) fixed points. This result is folklore and is the best known by the authors. All these results tend to suggest that positive cycles in the interaction graph produce a high number of fixed points.

A completely different approach has been developed for unsigned digraphs in the context of network coding [41, 43, 42]. Network coding is a technique to transmit information through networks, which can significantly improve upon routing in theory [2, 53]. At each intermediate node \(v\), the received messages \(x_{u_1}, \ldots, x_{u_k}\) are combined, and the combined message \(f_v(x_{u_1}, \ldots, x_{u_k})\) is then forwarded towards its destination. The main problem is to determine which functions can transmit the most information. In particular, the network coding solvability problem tries to determine whether a certain network situation, with a given set of sources, destinations, and messages, is solvable, i.e., whether all messages can be transmitted to their destinations. As shown in [43, 42], the solvability problem can be recast in terms of fixed points of (non-necessarily Boolean) networks. The so-called guessing number [43] of a digraph \(D\) is the logarithm of the maximum number of fixed points over all networks \(f\) whose interaction graph is a subgraph of \(D\): \(G(f) \subseteq D\). Then, a network coding instance is solvable if the guessing number of some digraph \(D\) related to the instance is equal to the size of a minimum feedback vertex set of \(D\). The guessing number approach is further developed in [20], where the so-called guessing graph is introduced, independently of [8, 3] where it is referred to as “confusion graph”. This technique then completely omits the local update functions and instead turns the problem of maximising fixed points into a purely coding theoretic problem. Based on this approach, numerous upper and lower bounds on the guessing number of unsigned digraphs have been derived (see [20]).

Network coding solvability is closely related to index coding [45, 9]. In particular, the length of a minimal index code for a given digraph is the same as the information defect [43, 20]. Network coding solvability and index coding can then be expressed in terms of the guessing graph as follows. The guessing number is the logarithm of the independence number while the information defect is the logarithm of its chromatic number [3, 20]. Since a graph is solvable if and only if it is solvable in the sense of information defect [43, 19], there is an equivalence between index coding and network coding. This equivalence was independently given in [18] and extended to storage capacity in [34]; an asymptotic version of this equivalence is also given in [3, 20].

In this paper, we generalise and adapt the techniques developed from network coding and coding theory to tackle the problem of maximising fixed points for signed digraphs. Firstly, we generalise the concept of guessing graph to all signed digraphs in Theorem 1. This approach is valid for all alphabet sizes, and immediately yields two new lower bounds on the guessing number of signed digraphs (in Theorems 2 and 3, respectively). Secondly, we discover several relationships between fixed points of networks defined on signed digraphs and codes correcting asymmetric errors [31]. Based on these relationships, we then obtain much stronger (upper and lower) bounds on the number of fixed points via bounds on codes for asymmetric errors in Theorems 4 and 5. These relationships, and the fact that they are so fruitful, are slightly counter-intuitive because the vast majority of error-correcting codes are linear, and hence involve linear functions over finite fields, which are not monotone and thus cannot be used for signed digraphs. More strikingly, we obtain our tightest bounds for digraphs in which all the arcs are signed positively, and hence where all the local update functions are monotonically increasing (see Theorem 4 for instance). This illustrates the versatility of the whole guessing number approach.

Our results also illustrate some different behaviour which occurs only for signed digraphs. Indeed, we discover a digraph for which the guessing number over any finite alphabet of size \(s \geq 3\) is higher.
than the limit of the guessing number when $s$ tends to infinity. This is unlike the unsigned case where the limit is always the supremum over all finite alphabets. Finally, by comparing the numbers of fixed points for the negative clique and the positive clique, we then show that positive cycles are not necessarily useful in order to create many fixed points. Indeed, we exhibit two signed digraphs $D_1$ and $D_2$, where $D_1$ has more positive cycles and more disjoint positive cycles than $D_2$, and yet $D_2$ has a higher guessing number. This goes against the common view described above, and is actually akin to a result in [4] on the number of fixed points of conjunctive networks, which is maximised for a disjoint union of negative triangles (see Section 4 for a more elaborate discussion).

The rest of this paper is organised as follows. Section 2 first reviews some concepts on signed digraphs, and then introduces their guessing numbers and their guessing graphs. Based on the guessing graph, it then derives some lower bounds on the guessing number. Section 3 determines different relationships between codes for the asymmetric channel and sets of fixed points and obtains more bounds on the guessing number. Section 4 then investigates the guessing number of signed cliques. Finally, Section 5 compares the different bounds we have derived in the earlier sections.

2 Guessing graph of a signed digraph

2.1 Signed digraphs and their guessing numbers

A signed digraph is a labelled digraph $D = (V, E, \lambda)$ where $\lambda : E \to \{-1, 0, 1\}$; typically $V = \{0, 1, \ldots, n - 1\}$. We shall equivalently represent a sign as $\alpha \in \{-, 0, +\}$. We say that a signed digraph $D$ is unate if $0 \notin \lambda(E)$; if all signs are equal, we shall make that explicit in our notation: we say that $D^0$ is unsigned if $\lambda = \text{cst} = 0$, $D^+$ is positive if $\lambda = \text{cst} = 1$, and $D^-$ is negative if $\lambda = \text{cst} = -1$. We denote by $d^\alpha$ the number of in-neighbours $j$ of $i$ such that $(j, i)$ has sign $\alpha$; $d^+$, $d^-$ and $\Delta^\alpha$ are then defined similarly. We set $\delta^\pm := \min\{d_i^+, d_i^-\}$.

The subgraphs of signed digraphs are defined as follows. Let $D = (V, E, \lambda)$ and $D' = (V', E', \lambda')$ be two signed digraphs and let $|D| = (V, E)$ and $|D'| = (V', E')$ be their corresponding unsigned versions. We say that $D$ is a subgraph of $D'$, and denote it by $D \subseteq D'$, if $|D|$ is a subgraph of $|D'|$ and if the following holds: for every arc $e \in E$, $\lambda'(e) = -1$ implies $\lambda(e) = -1$ and $\lambda'(e) = 1$ implies $\lambda(e) = 1$. We remark that there is no constraint on the sign of $e$ in $D$ if it has zero sign in $D'$.

The sign of a cycle of $D$ is the product of the sign of its arcs; a non-negative (resp. non-positive) cycle is a cycle of sign $\geq 0$ (resp. $\leq 0$). The non-negative girth of $D$ is the minimum length of a non-negative cycle in $D$ and is denoted by $\gamma^+$. The subgraph of $D$ induced by a set of vertices $U$ is denoted by $D[U]$. A set of vertices $U \subseteq V$ such that $D[V \setminus U]$ does not contain any non-negative cycle is referred to as a non-negative feedback vertex set. The minimum cardinality of a non-negative feedback vertex set is denoted by $k^+$.

We denote by $N(i)$ the in-neighborhood of a vertex $i$ in $D$. For any vertex $i$ and $\alpha \in \{-, 0, +\}$, we denote by $N^\alpha(i)$ the set of $j \in N(i)$ such that $\lambda(j, i) = \alpha$. If $h$ is a map from $V$ to the parts of $V$ then $h(U) = \bigcup_{i \in U} h(i)$ for all $U \subseteq V$. For example, $D$ is unate if $N^0(V) = \emptyset$ and unsigned if $N^+(V) = N^-(V) = \emptyset$. An arc of the form $(u, u)$ is a loop on the vertex $u$.

For every positive integer $a$, $[a]$ denotes the interval $\{0, 1, \ldots, a - 1\}$. Let $s \geq 2$ and $n \geq 1$ be positive integers. For every $x \in [s]^n$ we write $x = (x_0, x_1, \ldots, x_{n-1})$. The restriction of $x$ to a set of indices $I \subseteq [n]$ is denoted by $x_I$.

Let $f : [s]^n \to [s]^n$. We say that $f_i$ depends essentially on $x_j$ if there exist $a, b \in A^n$ such that $a_k = b_k$ for all $k \neq j$, $a_j \neq b_j$, and $f_i(a) \neq f_i(b)$. The signed interaction graph of $f$ is defined as follows: the vertex set is $[n]$; for all $i, j \in [n]$, there exists an arc from $j$ to $i$ if $f_i$ depends essentially on $x_j$; and the sign $\lambda(j, i)$ of every arc $(j, i)$ is defined by

$$
\lambda(j, i) = \begin{cases} 
1 & \text{if } f_i(x) \leq f_i(x_0, x_1, \ldots, x_{j+1}, \ldots, x_{n-1}) \text{ for all } x \in [s]^n \text{ with } x_j < s - 1 \\
-1 & \text{if } f_i(x) \geq f_i(x_0, x_1, \ldots, x_{j+1}, \ldots, x_{n-1}) \text{ for all } x \in [s]^n \text{ with } x_j < s - 1 \\
0 & \text{otherwise}.
\end{cases}
$$

We denote the signed interaction graph of $f$ by $G(f)$. 

3
Let $D$ be a signed digraph on $[n]$. We denote by $F(D, s)$ the set of networks on $D$, that is, the set of $f : [s]^n \rightarrow [s]^n$ such that $G(f) \subseteq D$. More explicitly, $f \in F(D, s)$ if and only if the following three constraints hold:

- $f_i$ depends on $x_j$ only if $(j, i)$ is an arc in $D$;
- if $\lambda(j, i) = 1$, then $f_i$ is a non-decreasing function of $x_j$;
- if $\lambda(j, i) = -1$, then $f_i$ is a non-increasing function of $x_j$.

We remark that $\lambda(j, i) = 0$ does not put any restriction as to how $f_i$ depends on $x_j$. For all $i \in [n]$, we define the order relation $\leq_i$ on $\mathbb{N}^n$ by:

$$x \leq_i y \iff x_{N^0(i)} = y_{N^0(i)} \text{ and } x_{N^+(i)} \leq y_{N^+(i)} \text{ and } x_{N^-(i)} \geq y_{N^-(i)}.$$  

This relation can then be used to characterise the set of networks on $D$ (the proof is a simple exercise).

**Lemma 1.** For all $f : [s]^n \rightarrow [s]^n$ we have

$$f \in F(D, s) \iff \forall i \in [n], \forall x, y \in [s]^n, \quad x \leq_i y \Rightarrow f_i(x) \leq f_i(y).$$

The $s$-ary guessing number $g(D, s)$ of a signed digraph $D$ is defined as the logarithm of the maximum number of fixed points in a network on $D$:

$$g(D, s) = \max_{f \in F(D, s)} \log_s |\text{Fix}(f)|,$$

where $\text{Fix}(f) = \{x \in A^n : f(x) = x\}$ is the set of fixed points of $f$. The bounds on the guessing number known so far are

$$c^+ = g(D, s) \leq k^+,$$  \hspace{1cm} (1)

where $k^+$ is the size of a minimum non-negative feedback vertex set in $D$ and $c^+$ is the maximum number of disjoint non-negative cycles in $D$ (we remark that $c^+ \leq n/\gamma^+$); the upper bound is given in [38] and the lower bound is an easy exercise.

We finally remark that the case $s = 2$ is referred to as “Boolean” in the literature on Boolean networks and as “binary” in the literature on coding theory and network coding. We shall use both terms interchangeably.

### 2.2 Definition and general results

The guessing graph was first proposed for unsigned digraphs in [8] under the name “confusion graph” and then independently in [20]. It was subsequently extended to closure solvability problem) in [19]. We now adapt the definition to the case of signed digraphs. Some of our results can be viewed as analogues of those in [20], while others are entirely novel.

**Definition 1** (Guessing graph of a signed digraph). For any signed digraph $D$ on $[n]$ and any integer $s \geq 2$, the $s$-guessing graph of $D$, denoted by $G(D, s)$, is the simple graph on $[s]^n$ with an edge $xy$ if there does not exist $f \in F(D, s)$ such that $x, y \in \text{Fix}(f)$.

**Proposition 1.** The set of edges of $G(D, s)$ is

$$E(G(D, s)) = \bigcup_{i \in [n]} E_i(D, s)$$

with

$$E_i(D, s) = \{xy : x, y \in [s]^n, \text{ either } x \leq_i y \text{ and } x_i > y_i, \text{ or } y \leq_i x \text{ and } y_i > x_i\}.$$
Proof. First, we prove that \( \bigcup_{i \in [n]} E_i(D, s) \subseteq E(G(D, s)) \). Suppose that \( xy \in \bigcup_{i \in [n]} E_i(D, s) \), say \( x \leq_i y \) and \( x_i > y_i \) for some \( i \). Let \( f \in F(D, s) \). If \( f(x) = x \), then by the monotonicity of \( f_i \) we have \( y_i < x_i = f_i(x) \leq f_i(y) \). Thus \( f \) cannot fix both \( x \) and \( y \) at the same time, i.e. \( xy \) is an edge of \( G(D, s) \).

Conversely, we prove that \( E(G(D, s)) \subseteq \bigcup_{i \in [n]} E_i(D, s) \). Suppose that \( xy \notin \bigcup_{i \in [n]} E_i(D, s) \). Let \( I \) be the set of \( i \in [n] \) such that \( x_i < y_i \). We define \( f : [s]^n \to [s]^n \) as follows: for all \( z \in [s]^n \),

\[
\forall i \in I, \quad f_i(z) = \begin{cases} x_i & \text{if } z \leq_i x \\ y_i & \text{if } z \leq_i y \\ x_i & \text{otherwise} \end{cases}, \quad \forall i \in [n] \setminus I, \quad f_i(z) = \begin{cases} y_i & \text{if } z \leq_i y \\ x_i & \text{otherwise} \end{cases}
\]

Let \( i \in I \). Since \( x_i < y_i \) and \( xy \notin E_i(D, s) \), we have \( y \not\leq_i x \), thus \( f_i(x) = x_i \) and \( f_i(y) = y_i \). Furthermore, it is easy to see that \( f_i \) is monotone with respect to \( \leq_i \). Let \( i \notin I \), and suppose first that \( y_i < x_i \). Since \( xy \notin E_i(D, s) \), we have \( x \not\leq_i y \), thus \( f_i(y) = y_i \) and \( f_i(x) = x_i \). Furthermore, it is easy to see that \( f_i \) is monotone with respect to \( \leq_i \). Finally, if \( x_i = y_i = c \) then \( f_i = \text{cst} = c \), and \( f \) is trivially monotone with respect to \( \leq_i \). Thus \( f(x) = x \), \( f(y) = y \), and by the monotonicity of the \( f_i \), we have \( f \in F(D, s) \). Thus \( xy \) is not an edge in \( G(D, s) \).

**Example 1.** The guessing graph of some classes of signed digraphs can be easily determined (the proof is an easy exercise).

- If \( D \) has a non-negative loop on each vertex, then \( G(D, s) \) is empty.
- For \( C_n^+ \), the directed cycle on \( n \) vertices with all arcs signed positively,
  \[
  E(G(C_n^+, s)) = \{ xy : x < y \text{ or } x > y \}.
  \]
  This can be extended to any directed cycle with an even number of arcs signed negatively (and hence the cycle has positive sign).
- If \( D \) is acyclic, then \( G(D, s) \) is complete; this is shown in [20] for the unsigned case.

The next proposition generalizes this last point and is a direct consequence of (1). It however illustrates how to use the guessing graph, by re-deriving a fundamental result for signed digraphs: if \( D \) has no non-negative cycles, then any \( f \in F(D, s) \) has at most one fixed point. Furthermore, the arguments used in the proof will be useful for Theorem 4.

**Proposition 2.** If \( D \) has no non-negative cycles then \( G(D, s) \) is complete.

Proof. Suppose that \( xy \) is not an edge in \( G(D, s) \), and let \( I \) be the set of \( i \) with \( x_i \neq y_i \). For all \( i \in I \) such that \( x_i > y_i \) we have \( x \not\leq_i y \) hence there exists at least one vertex, say \( i^* \), such that

\[
i^* \in N^0(i) \text{ and } x_{i^*} \neq y_{i^*}, \quad \text{or} \quad i^* \in N^+(i) \text{ and } x_{i^*} > y_{i^*}, \quad \text{or} \quad i^* \in N^-(i) \text{ and } x_{i^*} < y_{i^*}.
\]

Similarly, for all \( i \in I \) such that \( y_i > x_i \) we have \( y \not\leq_i x \) hence there exists a vertex \( i^* \) such that

\[
i^* \in N^0(i) \text{ and } y_{i^*} \neq x_{i^*}, \quad \text{or} \quad i^* \in N^+(i) \text{ and } y_{i^*} > x_{i^*}, \quad \text{or} \quad i^* \in N^-(i) \text{ and } y_{i^*} < x_{i^*}.
\]

In either case we have the following property:

\[
\forall i \in I, \quad \lambda(i^*, i) \neq 0 \quad \Rightarrow \quad \lambda(i^*, i) = \frac{\text{sign}(x_i - y_i)}{\text{sign}(x_{i^*} - y_{i^*})}.
\]

We are now in position to prove the proposition. Since \( i^* \in I \) for all \( i \in I \), there exists a cycle \( C \) such that all the arcs of \( C \) are of the form \( (i^*, i) \). In other words, there exists a cycle \( C = i_0, i_1, \ldots, i_{k-1}, i_0 \) such that \( i_{i+1} = i_i \) for all \( i \in [k] \) (indices are computed modulo \( k \)). By hypothesis if some arc of this cycle has sign 0, then \( C \) is non-negative, a contradiction. Thus \( C \) has no 0 sign, and we deduce from (2) that the sign \( \sigma \) of \( C \) is

\[
\sigma = \frac{\text{sign}(x_{i_1} - y_{i_1}) \text{sign}(x_{i_2} - y_{i_2}) \ldots \text{sign}(x_{i_{k-1}} - y_{i_{k-1}}) \text{sign}(x_{i_0} - y_{i_0})}{\text{sign}(x_{i_0} - y_{i_0}) \text{sign}(x_{i_1} - y_{i_1}) \ldots \text{sign}(x_{i_{k-2}} - y_{i_{k-2}}) \text{sign}(x_{i_{k-1}} - y_{i_{k-1}})} = 1
\]

which is a contradiction. \( \square \)
For any undirected unsigned simple graph $G$, we denote the independence number of $G$ by $\alpha(G)$.

**Theorem 1.** For every independent set $Z$ of $G(D, s)$ there exists $f \in F(D, s)$ such that $Z \subseteq \text{Fix}(f)$. Hence $g(D, s) = \log_2 \alpha(G(D, s))$.

**Proof.** First, by definition of the guessing graph, the set of fixed points of $f$ must form an independent set in the guessing graph, hence $g(D, s) \leq \log_2 \alpha(G(D, s))$.

Conversely, let $Z$ be a non-empty independent set of $G(D, s)$. For all $x \in [s]^n$, we set $Z(x, i) = \{z : z \in Z, x \leq z_i\}$ and we define $f : [s]^n \to [s]^n$ by

$$f_i(x) = \min(\{z_i : z \in Z(x, i)\} \cup \{\max(\{z_i : z \in Z\})\}).$$

If $x \leq y$, then $Z(y, i) \subseteq Z(x, i)$ thus $f_i(x) \leq f_i(y)$. Hence $f_i$ is monotone with respect to $\leq$, so $f \in F(D, s)$. Let $z \in Z$. Since $z \in Z(z, i)$ we have $f_i(z) \leq z_i$. So if $f_i(z) \neq z_i$, there exists $y \in Z(z, i)$ such that $f_i(z) = y_i < z_i$. Thus we have $z \leq y$ and $z_i > y_i$. But then according to the previous proposition, $G(D, s)$ has an edge between $y$ and $z$, thus $Z$ is not an independent set, a contradiction. This means that $f_i(z) = z_i$ for all $i \in [n]$. Thus $f(z) = z$ for all $z \in Z$. \qed

**Example 2.** The guessing number of some special digraphs can then be easily determined. Although the following are already known, they illustrate how to use the guessing graph approach to determine the guessing number.

- If $D$ has a non-negative loop on each vertex, then $g(D, s) = n$; this is achieved by the identity function $f_i(x) = x_i$.
- If $D$ contains no non-negative cycles, then $g(D, s) = 0$. This was first proved in [39].
- For $C_n^+$, we obtain $g(C_n^+, s) = 1$; this is achieved by the function $f_i(x) = x_{i-1} \text{ mod } n$.

We make the following remarks on the guessing graph of signed digraphs.

1. Our definition is consistent with the guessing graph of unsigned digraphs introduced in [20].

2. If $D$ is a signed digraph and $D^0$ is the unsigned digraph with the same vertices and arcs as $D$, then $G(D^0, s)$ is a spanning subgraph of $G(D, s)$. Therefore, adding signs to a digraph can only reduce the number of fixed points.

3. If $D$ is a signed digraph without any loops and $D'$ is obtained by adding a negative loop on some vertices of $D$, then $G(D, s) = G(D', s)$. Therefore, adding a negative loop on a vertex does not affect the sets of fixed points.

### 2.3 Bounds on the number of fixed points based on the guessing graph

Based on the guessing graph, we shall derive bounds on the binary guessing number $g(D, 2)$.

Let $D$ be a signed digraph on $[n]$ and $x \in [2]^n$. An arc $(j, i)$ of $D$ is **x-frustrated** if $x_j \neq x_i$ and $\lambda(j, i) = 1$ or $x_j = x_i$ and $\lambda(j, i) = -1$. We say that $D$ is x-frustrated if all its arcs are. Given $I \subseteq [n]$, we denote by $N(I, x)$ the set of vertices $i \in N(I) \setminus I$ such that all the arcs from $i$ to $I$ are x-frustrated. Note that if $D$ is unsigned, then $N(I, x) = \emptyset$ and $D[I]$ is x-frustrated if and only if $I$ is an independent set.

**Proposition 3.** The degree of a vertex $x$ in $G(D, 2)$ is

$$d(x) = \sum_{I \subseteq [n]} (-1)^{|I|} 2^{|N(I) \setminus I| + |N(I, x)|} \text{ if } D[I] \text{ is x-frustrated}.$$
Suppose that \( \lambda \) and we prove similarly that
\[ d(x) = |E(G(D, 2)) \cap \{x\}| = \left| \bigcup_{i \in [n]} E_i(D, 2) \cap \{x\} \right| = \sum_{I \subseteq [n]} (-1)^{|I| - 1} |E_I(D, 2) \cap \{x\}| \]

where \( E_I(D, 2) = \bigcap_{i \in I} E_i(D, 2) \) and hence we have only to determine \( |E_I(D, 2) \cap \{x\}| \) for all \( I \subseteq [n] \). We have \( xy \in E_I(D, 2) \) if and only if either \( x \leq i, y \) and \( x_i > y_i \) or \( y \leq i, x \) and \( y_i > x_i \) for all \( i \in I \). Suppose that \( xy \in E_I(D, 2) \). Let \((j, i)\) be an arc of \( D \) with \( i \in I \). Suppose that \( x_j = x_i \) and \( \lambda(j, i) = 1 \). If \( x_j \neq y_j \) then \( x_j = x_i \neq y_i = y_j \) thus \( x_i > y_i \implies x_j > y_j \implies x \not\leq y_i \) and \( y_i > x_i \implies y_j > x_j \implies y \not\leq x_i \), a contradiction. Thus
\[ x_j = x_i \text{ and } \lambda(j, i) = 1 \implies x_j = y_j \]
and we prove similarly that
\[ x_j \neq x_i \text{ and } \lambda(j, i) = -1 \implies x_j = y_j. \]

If \( j \in I \) we have \( x_j \neq y_j \). If \( \lambda(i, j) = 0 \), we have \( x \leq i, y \) or \( y \leq i, x \), hence \( x_j = y_j \) in either case, which is a contradiction. Thus \( \lambda(i, j) \in \{1, -1\} \) and \( (j, i) \) is \( x \)-frustrated. We deduce that \( D[I] \) is \( x \)-frustrated. Suppose that \( j \notin I \). If \( y_j \neq x_j \) then \( (j, i) \) is \( x \)-frustrated thus \( j \in N(I, x) \). Thus for all \( i \in [n] \) we have \( y_i \neq x_i \) if \( i \in I \), we have \( y_i = x_i \) if \( i \in J = (N(I) \setminus I) \setminus N(I, x) \), and the component \( y_i \) is free in the other cases. Thus
\[ |E_I(D, 2) \cap \{x\}| = 2^{n - |I| - |J|} = 2^{n - |N(I) \cup J| + |N(I, x)|}. \]

We have
\[ |E_i(D, s) \cap \{x\}| = s^{n - d_i - 1} \left( (s - x_i) \prod_{j \in N^+(i) \setminus i} (x_j + 1) \prod_{j \in N^-(i) \setminus i} (s - x_j + 1) + x_i \prod_{j \in N^-(i) \setminus i} (x_j + 1) \prod_{j \in N^+(i) \setminus i} (s - x_j + 1) \right) \]

thus there is no simple expression of \( d(x) \) for \( s > 2 \).

Unlike the unsigned case, the guessing graph is not regular, let alone a Cayley graph. Therefore, some techniques used in [20] for the guessing graph of unsigned digraphs cannot be applied here. We shall nonetheless derive two lower bounds on the guessing number. Both are based on the famous lower bound on the independence number of an undirected graph \( G \) on \( n \) vertices and with average degree \( d \) (a corollary of Turán’s theorem [51]):
\[ \alpha(G) \geq \frac{n}{d + 1}. \]

Our first bound is a direct application of this bound for the whole guessing graph, while our second bound only considers a specific induced subgraph of the guessing graph.

**Theorem 2.** We have
\[ g(D, 2) \geq \delta^0 + \left( \log_2 \frac{4}{3} \right) \delta^\pm - \log_2 n. \]

**Proof.** For all \( x \in [2]^n \) and \( i \in [n] \) we have
\[ |E_i(D, 2) \cap \{x\}| = 2^{n - d_i - 1 + |N(i, x)|}, \]
whence
\[ |E_i(D, 2)| = \frac{1}{2} \sum_x |E_i(D, 2) \cap \{x\}| \]
\[ = \frac{1}{2} \sum_x 2^{n - d_i - 1 + |N(i, x)|} \]
\[ = 2^{n - d_i - 2} \sum_x g[N(i, x)]. \]
We need to evaluate the sum \( \sum_x 2^{|N(i, x)|} \). Firstly, we remark that \( |N(i, x)| \) does not depend on the value of \( x \) outside of \( N^+(i) \cup N^-(i) \). Moreover, for any \( x \), let \( z \in [2]^{N^+(i) \cup N^-(i)} \) such that

\[
z_u = \begin{cases} x_u + x_i & \text{if } u \in N^+(i) \\ x_u + x_i + 1 & \text{if } u \in N^-(i). \end{cases}
\]

Then \( |N(i, x)| \) is the number of ones in \( z \). Since there are \( \binom{d_i^+ + \delta_i^-}{k} \) choices for \( z \) with exactly \( k \) ones, there are \( 2n - d_i^+ - d_i^- \binom{d_i^+ + d_i^-}{k} \) states \( x \) such that \( |N(i, x)| = k \), whence

\[
|E_i(D, 2)| = 2^{n-d_i^-} \binom{d_i^+ + d_i^-}{k} \sum_{k=0}^{d_i^+ + d_i^-} \binom{d_i^+ + d_i^-}{k} 2^k
\]

\[
= 2^{n-d_i^-} 2^{d_i^+ - 2d_i^- - 2d_i^-} 3^{d_i^+ + d_i^-} \leq 2^{2n-d_i^-} \left( \frac{3}{4} \right)^{d_i^+ + d_i^-}.
\]

Thus

\[
d(G(D, 2)) = \frac{2|E(G(D, 2))|}{2^n} = \frac{2|\cup_i E_i(D, 2)|}{2^n} \leq 2 \sum_i |E_i(D, 2)| \leq n 2^{n-d_i^-} \left( \frac{3}{4} \right)^{d_i^+ + d_i^-} = \alpha(G(D, 2)) \geq \frac{2^n}{d(G(D, 2)) + 1} \geq \frac{2^n}{n 2^{n-d_i^-} \left( \frac{3}{4} \right)^{d_i^+ + d_i^-}} = 2^{d_i^-} \left( \frac{4}{3} \right)^{d_i^+ + d_i^-} n^{-1}
\]

\[
g(D, 2) = \log_2 \alpha(G(D, 2)) \geq d_i^0 + \left( \log_2 \frac{4}{3} \right) \delta_i^\pm - \log_2 n.
\]

We remark that the bound above is smaller when there are more arcs in \( D \) that are signed positively or negatively. In particular, if \( D^0 \) is unsigned then \( \delta^0 = \delta \) and \( \delta^\pm = 0 \) thus

\[
g(D^0, 2) \geq d_i^0 - \log_2 n
\]

(see [20]) and if \( D^\pm \) is unate then \( d_i^0 = 0 \) and \( \delta^\pm = \delta \) thus

\[
g(D^\pm, 2) \geq \left( \log_2 \frac{4}{3} \right) \delta^\pm - \log_2 n.
\]

The bound in Theorem 2 can be improved for the case of digraphs where most arcs are signed positively or negatively.

**Theorem 3.** For any signed digraph \( D \) with minimum in-degree \( \delta \geq \frac{\ln(4n)}{2} \),

\[
g(D, 2) \geq \frac{\delta}{2} - \sqrt{\frac{\ln(4n)\delta}{2}} - \log_2 n - 1.
\]

**Proof.** The main idea of the proof is to use a set \( T \) of “typical” states \( x \in [2]^n \) such that \( T \) is large and the subgraph of \( G(D, 2) \) induced by \( T \) is sparser than the whole guessing graph. We denote \( \epsilon := \frac{\ln(4n)}{2} \).

For any \( i \in [n] \) and any \( x \in [2]^n \), we have

\[
|E_i(D, 2) \cap \{x\}| = 2^{n-d_i^- - 1 + |N^+(i, x)|}.
\]
For any $i \in [n]$, let

\[ N^\pm(i) := (N^+(i) \cup N^-(i)) \setminus \{i\} \]
\[ d_i^\pm := |N^\pm(i)| \]
\[ J_i := \left\{ w : \left| w - \frac{d_i^+}{2} \right| < \sqrt{\epsilon d_i^\pm} \right\}, \]
\[ S_i(w) := \{ x \in [2]^n : |N(i, x)| = w \}, \]
\[ T_i := \bigcup_{w \in J_i} S_i(w) = \left\{ x \in [2]^n : \left| |N(i, x)| - \frac{d_i^+}{2} \right| < \sqrt{\epsilon d_i^\pm} \right\}, \]
\[ T := \bigcap_{i=1}^n T_i. \]

We first prove that $T$ is large. We have

\[ |S_i(w)| = 2^{n-d_i^+(d_i^+/w)}, \]
\[ |T_i| = 2^n \sum_{w \in J_i} 2^{-d_i^+(d_i^+/w)}. \]

Seeing each $x_i$ as a random variable following the Bernoulli distribution with success probability $1/2$, by Hoeffding’s inequality [26], we have

\[ \sum_{w \not\in J_i} 2^{-d_i^+(d_i^+/w)} = \Pr \left( \left| \sum_{j \in N^\pm(i)} x_j - \frac{d_i^+}{2} \right| \geq \sqrt{\epsilon d_i^\pm} \right) \leq 2e^{-2\epsilon} \]

thus

\[ |T_i| = 2^n \sum_{w \in J_i} 2^{-d_i^+(d_i^+/w)} \geq (1 - 2e^{-2\epsilon})2^n. \]

By a union bound on the complements of $T_1$ up to $T_n$, we obtain

\[ |T| \geq (1 - 2ne^{-2\epsilon})2^n = 2^{n-1}. \]

We now bound the degree of a vertex $x$ in $T$. We have

\[ d(x) \leq \sum_{i=0}^{n-1} |E_i(D, 2) \cap \{x\}| \]
\[ \leq 2^{n-1} \sum_{i=0}^{n-1} 2^{-d_i^+/2+\sqrt{\epsilon d_i^\pm}} \]
\[ \leq 2^{n-1} \sum_{i=0}^{n-1} 2^{-d_i^+/2+\sqrt{\epsilon d_i}} \]
\[ \leq n2^{n-1-\delta/2+\sqrt{\epsilon \delta}} \]

where we use the fact that since $\delta \geq \epsilon$, the maximal term of the summation occurs when $d_i = \delta$.

We then consider independent sets contained in $T$. We have

\[ \alpha(G(D, 2)) \geq \frac{|T|}{n2^{n-1-\delta/2+\sqrt{\epsilon \delta}} + 1} \]
\[ \geq \frac{2^n}{n2^{n-\delta/2+\sqrt{\epsilon \delta}}} \]
\[ = n2^{\delta/2-\sqrt{\epsilon \delta}-1}, \]
\[ g(D, 2) \geq \delta/2 - \sqrt{\epsilon \delta} - \log_2 n - 1. \]

\[ \square \]
3 Error-correcting codes and signed networks

In this section, we investigate the properties of the set of fixed points \( \text{Fix}(f) \) for \( f \in F(D,s) \). In particular, we see it as a code with special distance properties; these allow us to determine bounds on the maximum cardinality of \( \text{Fix}(f) \).

3.1 Error-correcting codes

An \( s \)-ary code \( C \) of length \( n \) is a subset of \([s]^n\). The main parameter of \( C \) is its minimum distance:

\[
\mu_{\text{min}}(C) = \min \{ \mu(c,c') : c,c' \in C, c \neq c' \},
\]

where \( \mu \) is some distance function on \([s]^n\). We shall consider the following three distance functions. For any \( x, y \in [s]^n \), let \( L(x,y) := |\{i : x_i < y_i\}| \). The Hamming distance is defined as

\[
d_H(x,y) := L(x,y) + L(y,x),
\]

i.e. it is the number of positions where \( x \) and \( y \) differ. The Max-distance is defined as

\[
d_M(x,y) := \max\{L(x,y), L(y,x)\},
\]

while the min-distance is defined as

\[
d_m(x,y) := \min\{L(x,y), L(y,x)\}.
\]

The reader who is interested in error-correcting codes with the Hamming distance is directed to the authoritative book by MacWilliams and Sloane [33]. Binary codes based on the Max-distance were proposed for correcting asymmetric errors (it is called the asymmetric metric in the literature), such as those that occur in the \( Z \)-channel; for a review on these codes, see [31]. The min-distance is not a metric, which prevents the use of typical coding theory techniques. However, we will determine bounds on binary codes with the min-distance by relating them to codes with the Hamming distance.

The maximum cardinality of an \( s \)-ary code of length \( n \) with minimum \( \mu \) distance \( d \) is denoted by \( A_\mu(n,d,s) \). For the Hamming distance, this quantity has been widely studied, see [16] for values and bounds for small parameter values. In particular, we have the Gilbert bound

\[
A_H(n,d,2) \geq \frac{2^n}{\sum_{k=0}^{d-1} \binom{n}{k}},
\]

the sphere-packing bound

\[
A_H(n,d,2) \leq \frac{2^n}{\sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n}{k}},
\]

and the Singleton bound \( A_H(n,d,s) \leq s^{n-d+1} \) which for \( s = 2 \) is only attained in trivial cases and is usually much looser than the sphere-packing bound (however, the Singleton bound is tight for large alphabets). For codes with the Max-distance, only the binary case seems to have been studied. The Varshamov bound [52] yields

\[
A_M(n,d,2) \leq \frac{2^{n+1}}{\sum_{j=0}^{d-1} \binom{n/2}{j}} + \binom{n/2}{j}.
\]

This is not the tightest bound known so far; see [31] for a review of upper bounds on \( A_M(n,d,2) \).

The three distances are related in one way for general \( s \) and two more ways if \( s = 2 \). The first relation (for all \( s \geq 2 \)) between these distances simply follows their definitions:

\[
A_m(n,d,s) \leq A_H(n,2d,s) \leq A_M(n,d,s).
\]

In the binary case \((s = 2)\), the second relation is given by the Borden bound [13]

\[
A_M(n,d,2) \leq dA_H(n,2d-1,2).
\]
In the binary case, the third way to relate the Max-distance and the min-distance to the Hamming distance is via the use of constant-weight codes. For any \( x \in \{0,1\}^n \), let the weight of \( x \) be \( W(x) := \sum_{i=0}^{n-1} x_i \) (in \( \mathbb{N} \)). For any weight \( 0 \leq w \leq n(s-1) \), we denote the set of states with weight \( w \) by

\[
B(n, w, s) := \{ x \in \{0,1\}^n : W(x) = w \}.
\]

A (binary) constant-weight code \( C \) of length \( n \) and weight \( w \) is a subset of \( \{0,1\}^n \) where all the codewords in \( C \) have weight \( w \). We denote the maximum cardinality of a constant-weight code of length \( n \), weight \( w \) and minimum distance \( d \) by \( A_{\text{H}}(n, d, w, 2) \). Due to their many applications and great theoretical interest, constant-weight codes have been thoroughly studied, see for instance [14, 1] and [15] for a table for small parameter values. In particular, we shall use the Bassalygo-Elias bound [11]

\[
A_{\text{H}}(n, d, w, 2) \geq \frac{n^w}{2^n} A_{\text{H}}(n, 2d, 2). \tag{6}
\]

Since \( 2d_m(x, y) = d_H(x, y) \) for all \( x, y \in \{0,1\}^n \) with equal weight, we obtain

\[
A_m(n, d, 2) \geq A_{\text{H}} \left( n, 2d, \left\lfloor \frac{n}{2} \right\rfloor , 2 \right) .
\]

Our bounds on the guessing number will include binomial coefficients, which can be approximated as follows [33, Chapter 10]. We denote the binary entropy function by

\[
H(p) := -p \log_2 p - (1-p) \log_2 (1-p)
\]

for \( p \in [0,1] \); then

\[
\frac{2^{nH(\lambda)}}{\sqrt{8n\lambda(1-\lambda)}} \leq \left( \binom{n}{\lambda n} \right) \leq \frac{2^{nH(\lambda)}}{\sqrt{2\pi n\lambda (1-\lambda)}}, \tag{7}
\]

\[
\frac{2^{nH(\mu)}}{\sqrt{8n\mu(1-\mu)}} \leq \sum_{k=0}^{\mu n} \binom{n}{k} \leq 2^{nH(\mu)}, \tag{8}
\]

provided \( \lambda n \) is an integer between 0 and \( n \) and \( \mu n \) an integer between 0 and \( n/2 \); in particular

\[
\binom{n}{\lfloor n/2 \rfloor} \geq \frac{2^{n-1}}{\sqrt{2n}}. \tag{9}
\]

Let us summarise below our remarks on the quantities we have introduced so far in the binary case.

**Lemma 2.** We have

\[
\frac{1}{2\sqrt{2n}} A_{\text{H}}(n, 2d, 2) \leq A_{\text{H}} \left( n, 2d, \left\lfloor \frac{n}{2} \right\rfloor , 2 \right) \leq A_m(n, d, 2) \leq A_{\text{H}}(n, 2d, 2) \leq A_M(n, d, 2) \leq dA_{\text{H}}(n, 2d-1, 2).
\]

### 3.2 Bounds on the guessing number for all digraphs

**Theorem 4.** For any signed digraph \( D \), and any \( f \in F(D, s) \), \( \text{Fix}(f) \) is a code of length \( n \) with minimum Hamming distance at least \( \gamma^+ \). Thus,

\[
g(D, s) \leq \log_s A_{\text{H}}(n, \gamma^+, s).
\]

Moreover, for any negative digraph \( D^- \), we have

\[
g(D^-, s) \leq \log_s A_{\text{H}} \left( n, \gamma^+, \frac{s}{2} \right);
\]

and for any positive digraph \( D^+ \), we have

\[
g(D^+, s) \leq \log_s A_M(n, \gamma^+, s).
\]
Proof. The proof is based on the same argument as that of Proposition 2. If \( x \) and \( y \) are distinct and not adjacent in the guessing graph \( G(D,s) \), then let \( I \) be the set of positions \( i \) where \( x_i \neq y_i \). For any \( i \in I \), we have \( x_{N(i)} \neq y_{N(i)} \) hence there exists \( j \in I \cap N(i) \). Applying this fact repeatedly, we obtain that \( i \) belongs to a cycle in the digraph induced by \( I \). This cycle must be non-negative, since otherwise we would have \( x_i < y_i \) and \( x_i > y_i \). Thus \( d_H(x,y) \geq \gamma^+ \).

Moreover, if \( D^+ \) is a positive digraph, we see that if \( x_i < y_i \), then \( x_k < y_k \) on all the vertices in \( I \); thus \( L(x,y) \geq \gamma^+ \). If instead \( x_i > y_i \), then \( L(y,x) \geq \gamma^+ \); in any case \( d_M(x,y) \geq \gamma^+ \).

Finally, if \( D^- \) is a negative digraph, then in order for the cycle to be non-negative, it must have even length and we see that the sign of \( x_k - y_k \) alternates on the cycle; thus \( d_M(x,y) \geq \gamma^+ / 2 \). \( \square \)

**Corollary 1** (Sphere-packing bound for the guessing number). For any signed directed graph \( D \), let \( t := \frac{1}{n} \left\lfloor \frac{n^2 - 1}{2} \right\rfloor \), then

\[
g(D, 2) \leq n - \log_2 \sum_{s=0}^{nt} \left( \frac{n}{s} \right) \\
\leq n - nH(t) + \frac{1}{2} \log_2 n + \frac{1}{2} \log_2 (8t(1 - t)).
\]

**Theorem 5.** Let \( D \) be a signed directed graph. We denote

\[
\phi := \max_{1 \leq i \leq n} \min \left\{ \frac{n - d^0_i + 1}{2}, n - d^0_i - d^-_i + 1, n - d^0_i - d^+_i + 1 \right\}.
\]

Any code with minimum min-distance at least \( \phi \) is a subset of fixed points of some \( f \in F(D,s) \). Thus

\[
g(D, s) \geq \log_2 A_{m}(n, \phi, s),
\]

and in particular

\[
g(D, 2) \geq \log_2 A_{m}(n, \phi, 2) \geq \log_2 A_{H}(n, 2\phi, \lfloor n/2 \rfloor, 2).
\]

Proof. Suppose that \( xy \in E_i(D,s) \) for some \( i \), say \( x \leq y \) and \( x_i > y_i \). We must have \( x_{N^0(i)} = y_{N^0(i)} \) and hence

\[
2d_m(x,y) \leq d_H(x,y) \leq n - d^0_i.
\]

We also have \( x_j \leq y_j \) for all \( j \in N^0(i) \cup N^+(i) \), hence

\[
d_m(x,y) \leq L(y,x) \leq n - d^0_i - d^+_i;
\]

similarly

\[
d_m(x,y) \leq n - d^0_i - d^-_i.
\]

The conjunction of these three conditions implies \( d_m(x,y) < \phi \). Thus any code with minimum min-distance at least \( \phi \) forms an independent set of \( G(D,s) \). \( \square \)

By combining the Bassalygo-Elias bound and the Gilbert bound, we then obtain another lower bound on \( g(D,2) \), which is usually tighter for graphs with high minimum in-degree.

**Corollary 2** (Gilbert bound for the guessing number). We have

\[
g(D, 2) \geq \log_2 \left( \frac{n}{\lfloor n/2 \rfloor} \right) - \log_2 \sum_{k=0}^{2\phi - 1} \left( \frac{n}{k} \right) \\
\geq n - nH \left( \min \left\{ \frac{2\phi - 1}{n}, \frac{1}{2} \right\} \right) - \frac{1}{2} \log_2 n - \frac{3}{2}.
\]

We finish this section with an open question about the guessing number. For unsigned digraphs, the limit of the guessing number always exists (we shall say more about it later); however, this remains open in the case of signed digraphs.

**Question 1.** Does \( \lim_{s \to \infty} g(D, s) \) exist for any signed digraph \( D \)?
4 Functions defined over signed cliques

4.1 Refined bounds for positive or negative functions

We are now interested in fixed points of functions whose signed interaction graphs are fully and equally signed, i.e. either all arcs are signed positively (positive function) or negatively (negative function). In view of the remarks above, we only consider digraphs without loops; therefore we are interested in the guessing numbers of $K_n^+$, the positive clique on $n$ vertices, and of $K_n^-$, the negative clique on $n$ vertices. First of all, their respective guessing graphs can be easily determined.

**Lemma 3.** 1. For $K_n^-$, we have

$$E(G(K_n^-, s)) = \{xy : x \leq y \text{ or } y \leq x\} = \{xy : d_n(x, y) = 0\}.$$

2. For $K_n^+$, we have

$$E(G(K_n^+, s)) = \{xy : L(x, y) = 1 \text{ or } L(y, x) = 1\}.$$

**Proof.** For $K_n^-$, $xy$ is an edge in the guessing graph if and only if there exists $i$ such that $x_i < y_i$ and $x_j \leq y_j$ for all $j \neq i$ (or vice versa), which is equivalent to $x \leq y$ (or $y \leq x$).

For $K_n^+$, $xy$ is an edge in the guessing graph if and only if there exists $i$ such that $x_i < y_i$ and $x_j \geq y_j$ for all $j \neq i$ (or vice versa), which is equivalent to $L(x, y) = 1$ (or $L(y, x) = 1$).

**Proposition 4.** For $K_n^-$, we have

$$g(K_n^-, s) = \log_n \left| B \left( n, \left\lfloor \frac{n(s-1)}{2} \right\rfloor, s \right) \right|,$$

and in particular

$$g(K_n^-, 2) = \log_2 \left( \frac{n}{2} \right) \geq n - \frac{1}{2} \log_2 n - \frac{3}{2},$$

$$\lim_{s \to \infty} g(K_n^-, s) = \sup_{s \geq 2} g(K_n^-, s) = n - 1 = k^+.$$

**Proof.** A set of fixed points of $f \in F(K_n^-, s)$ is a set of incomparable states, i.e. an antichain according to the partial order $\leq$. This partial order is isomorphic to the lattice of divisors of $N = (p_1 p_2 \cdots p_n)^{s-1}$, where $p_i$ is the $i$-th prime number. Thus, the largest antichain is $B(n, n(s-1)/2, s)$, a result called Sperner’s theorem for $s = 2$ and then extended to any $s$ in [17]. The bound on the binomial coefficient then follows from (9). For the limit, we observe that $W(x)$ takes a value between 0 and $n(s-1)$, hence

$$\max_{0 \leq w \leq n(s-1)} |B(n, w, s)| \geq \frac{s^n}{n(s-1) + 1} \log_n \max_w |B(n, w, s)| \geq n - 1 - o(1),$$

while $g(K_n^-, s) \leq k^+ = n - 1$.

Although the guessing graph of $K_n^+$ is easy to determine, its independence number (and hence the guessing number of $K_n^+$) is still unknown. The bounds on the guessing number reviewed in (1) yield

$$\left\lfloor \frac{n}{2} \right\rfloor \leq g(K_n^+, s) \leq n - 1.$$

(10)

We shall significantly improve on those bounds. Firstly, we consider the binary case.

**Proposition 5.** The binary guessing number of $K_n^+$ satisfies

$$n - \frac{3}{2} \log_2 n - \frac{3}{2} \leq g(K_n^+, 2) \leq n - \log_2(n + 2) + 1.$$
Proof. For the lower bound, Theorem 5 yields
\[ g(K_n^+, 2) \geq \log_2 A_\Omega(n, 4, \left\lfloor \frac{n}{2} \right\rfloor, 2) \geq \log_2 \left( \frac{n}{\left\lfloor \frac{n}{2} \right\rfloor} \right) - \log_2 n \geq n - \frac{3}{2} \log_2 n - \frac{3}{2}, \]
where the second inequality comes from the construction in [24, Theorem 1], which we shall adapt in the proof of Proposition 6. For the upper bound, Theorem 4 together with the Varshamov bound in (5) yield
\[ g(K_n^+, 2) \leq \log_2 A_M(n, 2, 2) \leq \log_2 \frac{2^{n+1}}{n+2}. \]

We now investigate general alphabets.

Proposition 6. For \( K_n^+ \), we have
\[ g(K_n^+, s) = 1 \quad \forall s \geq 2, \]
\[ g(K_n^+, s) = \log_s \left( \left\lfloor \frac{3(s-1)}{2} \right\rfloor + 1 \right) \quad \forall s \geq 2, \]
\[ \lim_{s \to \infty} g(K_n^+, s) = \inf_{s \geq 2} g(K_n^+, s) = 1, \]
\[ \lim_{s \to \infty} g(K_n^+, s) = 2, \]
and for all \( n \geq 4 \),
\[ n - 3 \leq \limsup_{s \to \infty} g(K_n^+, s) \leq n - 2. \]

Proof. First, we have \( g(K_n^+, s) \leq n - 1 \) for any \( n \) and \( s \). Since \( K_2^+ \) is a positive cycle, we have a guessing number of 1.

For \( K_3^+ \), suppose \( x \) and \( y \) are not adjacent in the guessing graph and let \( W(x) \leq W(y) \). Then we claim that \( x \leq y \) and \( W(y) \geq W(x) + 2 \). Indeed, denote the coordinates by \( i \), \( j \), and \( k \); since \( y \) has higher weight, we have \( x_i < y_i \) and since they are not adjacent, \( x_j < y_j \); by non-adjacency we must then have \( x_k \leq y_k \). Thus, any independent set in the guessing graph is a chain of length at most \( \lfloor 3(s-1)/2 \rfloor + 1 \).

Conversely, construct the following infinite chain recursively. Let \( c^0 = (0, 0, 0) \) and for any \( k \geq 0 \),
\[ c^{k+1} = c^k + \begin{cases} (1, 1, 0) & \text{if } k \equiv 0 \mod 3 \\ (0, 1, 1) & \text{if } k \equiv 1 \mod 3 \\ (1, 0, 1) & \text{if } k \equiv 2 \mod 3. \end{cases} \]
The sequence starts
\[ c^0 = (0, 0, 0), c^1 = (1, 1, 0), c^2 = (1, 2, 1), c^3 = (2, 2, 2), c^4 = (3, 3, 2), \ldots \]
It is easy to check that the first \( \lfloor 3(s-1)/2 \rfloor + 1 \) terms in the sequence belong to \( [s]^3 \) and that for any \( k < l \), \( L(c^k, c^l) \geq 2 \) and \( L(c^k, c^k) = 0 \). Therefore, these terms form an independent set in the guessing graph \( G(K_3^+, s) \).

For \( K_4^+ \), the lower bound in (10) yields \( g(K_4^+, s) \geq 2 \) for all \( s \geq 2 \); the limit follows from the upper bound on \( \limsup_{s \to \infty} g(K_4^+, s) \), which we now prove. Let \( C \) be the largest set of fixed points of a network on \( K_n^+ \) \( n \geq 4 \), and let \( C_w \) be the set of codewords in \( C \) with weight \( w \). If \( x, y \in C_w \) are distinct, we have \( L(x, y) > 0 \) since they have equal weight and hence \( L(x, y) \geq 2 \), since they belong to \( C \). Similarly, \( L(y, x) \geq 2 \) which yields \( d_H(x, y) \geq 4 \). By the Singleton bound, \( |C_w| \leq s^{n-3} \) and hence
\[ g(K_n^+, s) = \log_s |C| \leq \log_s \left( (n(s-1)+1)s^{n-3} \right) = n - 2 + o(1). \]

We now prove the lower bound on the limit of the guessing number of \( K_n^+ \). For any \( m = (m_0, m_1, m_2) \in \mathbb{N}^3 \), define the code \( C_m \subseteq [s]^n \) as
\[ C_m = \{ x \in [s]^n : W_0(x) = m_0, W_1(x) = m_1, W_2(x) = m_2 \}, \]
where
\[
W_0(x) := \sum_{i=0}^{n-1} x_i = W(x),
\]
\[
W_1(x) := \sum_{i=0}^{n-1} ix_i,
\]
\[
W_2(x) := \sum_{i=0}^{n-1} i^2 x_i.
\]

We claim that for any \( x, y \in C_m \), \( d_m(x, y) \geq 2 \) and hence \( C_m \) is an independent set of the guessing graph. First, since \( W(x) = W(y) \), we have \( d_m(x, y) \geq 1 \). Suppose then that \( L(x, y) = 1 \), i.e. \( y_j > x_j \) for a unique position \( j \) and \( x_b > y_b \) for \( b \in B \subseteq [n] \setminus \{j\} \). To clarify notation, let us denote \( Y_j := y_j - x_j > 0 \) and \( X_b := x_b - y_b > 0 \). We have
\[
\sum_{b \in B} X_b = Y_j
\]
\[
\sum_{b \in B} bX_b = jY_j
\]
\[
\sum_{b \in B} b^2X_b = j^2Y_j,
\]
and hence \( \sum_{b \in B} (b-j+1)X_b = Y_j \) and \( \sum_{b \in B} (b-j+1)^2X_b = Y_j \). Denoting \( c = b-j+1 \), \( C = B-j+1 \), and \( \hat{X}_c := X_b \) for all \( b \in B \), we obtain
\[
\sum_{c \in C} \hat{X}_c = \sum_{c \in C} c\hat{X}_c = \sum_{c \in C} c^2\hat{X}_c = Y_j.
\]
Since \( j \not\in B \), we have \( 1 \not\in C \). Also, if \( d \in C \setminus \{0\} \), then \( 0 = \sum_{c \in C} (c^2 - c)\hat{X}_c \geq \hat{X}_d > 0 \). Thus \( C = \{0\} \) and \( \sum_{c \in C} c\hat{X}_c = 0 < Y_j \) which is the desired contradiction.

Now, for all \( x \in [s]^n \) and \( 0 \leq i \leq 2 \), \( 0 \leq W_i(x) \leq n^{i+1}(s-1) \), thus
\[
\max_m |C_m| \geq s^n \bigg\{ (n(s-1)+1)(n^2(s-1)+1)(n^3(s-1)+1) \bigg\}^{-1}
\]
\[
\log_s g(K_n^+, s) \geq n - 3 - o(1).
\]

We provide two remarks on those results. Firstly, recall that for an unsigned digraph \( D^0 \), the limit of the guessing number is its supremum:
\[
\lim_{s \to \infty} g(D^0, s) = \sup_{s \geq 2} g(D^0, s) = H(D^0),
\]
the so-called entropy of the digraph [41, 43]. However, \( K_3^+ \) is an example where this is completely reversed, for
\[
g(K_3^+, s) > \lim_{s \to \infty} g(K_3^+, s) \quad \forall s \geq 3.
\]

Therefore, the guessing number of signed digraphs can exhibit some behaviour which cannot be seen in unsigned digraphs. Interestingly, the negative clique \( K_n^- \) does behave like an unsigned digraph since the limit of the guessing number is indeed its supremum.

Secondly, some results in the literature tend to suggest that non-negative cycles tend to produce many fixed points. This is reflected in our upper bound on the guessing number in Theorem 4, which directly depends on the non-negative girth. However, \( D_1 = K_{n+1}^+ \) and \( D_2 = K_n^- \) are two signed digraphs such that \( D_1 \) has more non-negative cycles and more disjoint non-negative cycles than \( D_2 \), while \( D_2 \) has a higher guessing number. Therefore, the guessing number is not always an
increasing function of the number of (disjoint) non-negative cycles. This goes against the common view mentioned above, and somehow echoes a result in [4] on the number of fixed points of conjunctive networks. These are Boolean networks where every local update function \( f_i(x) \) is a conjunction of literals: a positive or negative sign on the arc \((j, i)\) indicates whether the literal is \(x_j\) or \(\neg x_j\). It is shown in [4] that the maximum number of fixed points of a conjunctive network without loops in its interaction graph is obtained by using a disjoint union of triangles, where all arcs are signed negatively. Therefore, maximising the number of fixed points in the conjunctive case goes against maximising the number of (disjoint) positive cycles.

We finish this section with a natural open question, given the gap in Proposition 6.

**Question 2.** What is \(\lim_{s \to \infty} g(K^+_n, s)\) for \(n \geq 5\), if it exists?

### 4.2 Convergence for positive or negative functions

Our combinatorial approach based on guessing graphs and coding theory completely forgets about the actual networks with a given set of fixed points. Interestingly, sometimes a given set of fixed points \(S \subseteq [s]^n\) admits a network \(f \in F(D, s)\) which is easy to describe and hence to analyse. One main property we would like to study is whether the network actually converges to \(S\), i.e. if for any \(x\), there exists a positive integer \(k\) such that \(f^k(x) \in S\).

We first prove that convergence to a set of fixed points of maximal size can never occur for networks in \(F(K^-_n, s)\).

**Proposition 7.** For any \(0 \leq w \leq n(s - 1)\), \(B(n, w, s)\) is the set of fixed points of the function in \(F(K^-_n, s)\) defined by

\[
f_i(x) = \text{saturation} \left( w - \sum_{j \neq i} x_j \right),
\]

where saturation is a function from \(\mathbb{Z}\) to \([s]\) defined as

\[
saturation(a) := \begin{cases} 
0 & \text{if } a < 0 \\
1 & \text{if } 0 \leq a \leq s - 1 \\
-1 & \text{if } a > s - 1.
\end{cases}
\]

However, no function in \(F(K^-_n, s)\) converges to \(B(n, w, s)\) for any \(s - 1 \leq w \leq (n - 1)(s - 1)\); in particular for \(n \geq 2\) no such function converges to the largest set of fixed points \(B(n, \lceil n(s - 1)/2 \rceil, s)\).

**Proof.** For the function defined above, we have \(x = f(x)\) if and only if \(x_i = w - \sum_{j \neq i} x_j\) for all \(i\), which is equivalent to \(W(x) = w\). Now, suppose \(f \in F(K^-_n, s)\) converges to \(B(n, w, s)\), where \(s - 1 \leq w \leq (n - 1)(s - 1)\). Then consider \(f(0, \ldots, 0)\): for any \(x\) and any \(i\), \(f_i(x) \leq f_i(0, \ldots, 0)\); however since there always exists a state \(x \in B(n, w, s)\) such that \(x_i = s - 1\), we must have \(f_i(0, \ldots, 0) = s - 1\) for all \(i\). Similarly, we have \(f(s - 1, \ldots, s - 1) = (0, \ldots, 0)\), thus these two states form an asymptotic cycle. \(\square\)

For \(K^+_n\), we are unable to describe a maximum set of fixed points. However, we have seen that in the binary case, an optimal constant-weight code will be nearly optimal. We further remark that if \(C\) is a constant-weight code of minimum Hamming distance at least 4 and weight \(w \geq 2\), then \(C' := C \cup \{(0, \ldots, 0), (1, \ldots, 1)\}\) is the set of fixed points of a positive function \(f \in F(K^+_n, 2)\), thus

\[g(K^+_n, 2) \geq \log_2 \left( A_H(n, 4, \left\lfloor \frac{n}{2} \right\rfloor, 2) + 2 \right).\]

As such, we investigate convergence towards such a code. We prove that for most constant-weight codes of minimum distance 4, there is a positive function which converges to \(C'\) in only three time steps.
Proposition 8. For any constant-weight code $C$ of length $n$, weight $w$, and minimum Hamming distance $d$, such that $3 \leq w \leq n - 3$ and $2w \neq n$, the following function $f \in F(K_n^+, 2)$ converges towards $C'$ in three steps.

For any vertex $i$ and any $a \in [s]$, we denote $x_{-i} := x_{V \setminus \{i\}}$ and we use the shorthand notation $(a, x_{-i}) := (x_0, \ldots, x_{i-1}, a, x_{i+1}, \ldots, x_n)$; then

$$f_i(x_{-i}) = \begin{cases} 1 & \text{if } (1, x_{-i}) \in C \text{ or } W(x_{-i}) \geq w + 1 \text{ or } (W(x_{-i}) = w \text{ and } (0, x_i) \notin C), \\ 0 & \text{if } (0, x_{-i}) \in C \text{ or } W(x_{-i}) \leq w - 2 \text{ or } (W(x_{-i}) = w - 1 \text{ and } (1, x_i) \notin C). \end{cases}$$

Proof. It is clear that $G(f) = K_n^+$. Let us prove that $f^3(x) \in C'$ by cases on $x$.

1. $W(x) \leq w - 2$. Then $W(x_{-i}) \leq w - 2$ for all $i$ and hence $f(x) = (0, \ldots, 0)$.

2. $W(x) = w - 1$ and $(1, x_{-i}) \in C$ for some $i$. Firstly, remark that $i$ is unique: if $d_H((1, x_{-j}), (1, x_{-i})) = 2$, hence $(1, x_{-j}) \notin C$. We then have $f_i(x) = 1$ and $f_k(x) = 0$ for any other coordinate $k$ (if $x_k = 0$, $W(x_{-k}) = w - 1$ and $(1, x_{-k}) \notin C$; if $x_k = 1$, $W(x_{-k}) = w - 2$). Since $W(f(x)) = 1 \leq w - 2$, Case 1 yields $f^2(x) = (0, \ldots, 0)$.

3. $W(x) = w - 1$ and $(1, x_{-i}) \notin C$ for all $i$. Then $f(x) = (0, \ldots, 0)$ (if $x_k = 0$, $W(x_{-k}) = w - 1$ and $(1, x_{-k}) \notin C$; if $x_k = 1$, $W(x_{-k}) = w - 2$).

4. $x \in C$. Then $f(x) = x$.

5. $W(x) = w + 1$ and $(0, x_{-i}) \notin C$ for all $i$. Then similarly to Case 3, we obtain $f(x) = (1, \ldots, 1)$.

6. $W(x) = w + 1$ and $(0, x_{-i}) \in C$ for some $i$. Then similarly to Case 2, we obtain $f^2(x) = (1, \ldots, 1)$.

7. $W(x) \geq w + 2$. Similarly to Case 1, we obtain $f(x) = (1, \ldots, 1)$.

8. $W(x) = w$ and $x \notin C$. Then we obtain $f(x) = x + (1, \ldots, 1)$. If $w < n/2$, we have $W(f(x)) \geq w + 1$ and hence we are in Case 5 to 7; otherwise we have $W(f(x)) \leq w - 1$ and we are in Case 1 to 3. Altogether, we obtain $f^3(x) \in \{(0, \ldots, 0), (1, \ldots, 1)\}$.

5 Comparison between bounds

The bounds we have determined so far are difficult to compare for they depend on different parameters of the digraph and on the alphabet size; moreover, some are only valid for certain classes of signed digraphs. For the sake of clarity, we shall only consider $s = 2$ because our results would then be valid for Boolean networks and also because we have more relations between the different distances, and only positive digraphs $D^+$ since this is an important special case, and for which we obtain the tightest bounds.

In order to compare different bounds, we shall use their asymptotic behaviour. This is a technique commonly used in coding theory [33], where we investigate a sequence of binary codes $C_n$ of length $n$, minimum distance $d_n$ (for the distance $\mu \in \{d_H, d_m, d_M\}$), and such that $|C_n| = A_\mu(n, d_n, 2)$. We consider the asymptotic notation

$$d := \lim_{n \to \infty} \frac{d_n}{n},$$

$$\bar{A}_\mu(d) := \limsup_{n \to \infty} \frac{\log_2 A_\mu(n, nd, 2)}{n},$$

and investigate how the asymptotic rate $\bar{A}_\mu$ behaves as a function of $d$. For instance, the Gilbert bound in (3), together with the estimates on sums binomial coefficients in (8), yield

$$\bar{A}_H(d) \geq 1 - H(d),$$
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which is the tightest asymptotic bound known so far. On the other hand, the Singleton bound yields \( \bar{A}_{H}(\bar{d}) \leq \bar{d} \), which is well below the asymptotic version of the sphere-packing bound in (4):

\[
\bar{A}_{H}(\bar{d}) \leq 1 - H(\bar{d}/2).
\]

In fact, the sphere-packing bound is not the tightest asymptotic upper bound known so far. Instead, the celebrated McEliece-Rodemich-Rumsey-Welch (MRRW) bound yields [33]

\[
\bar{A}_{H}(\bar{d}) \leq \text{MRRW}(\bar{d}),
\]

where

\[
\text{MRRW}(\bar{d}) = \min_{0 < u \leq 1 - 2\bar{d}} \{ 1 + h(u^2) - h(u^2 + 2\bar{d} + 2\bar{d}) \},
\]

\[
h(x) = H \left( \frac{1}{2} - \frac{1}{2} \sqrt{1 - x} \right).
\]

In particular, \( \text{MRRW}(\bar{d}) = 0 \) if \( \bar{d} \geq 1/2 \).

Our results on different distances in Lemma 2 then show that

\[
\bar{A}_{m}(\bar{d}) = \bar{A}_{M}(\bar{d}) = \bar{A}_{H}(2\bar{d}).
\]

In order to study the asymptotic behaviour of the guessing number, we need to introduce some asymptotic notation for digraph parameters. Let \( \{ D_{n}^{+} \} \) be a sequence of positive digraphs on \( n \) vertices with minimum vertex feedback set of size \( k_{n}^{+} \), positive girth \( \gamma_{n}^{+} \), and minimum in-degree \( \delta_{n}^{+} \), where

\[
\lim_{n \to \infty} \frac{g(D_{n}^{+}, 2)}{n} = \bar{g},
\]

\[
\lim_{n \to \infty} \frac{k_{n}^{+}}{n} = \bar{k},
\]

\[
\lim_{n \to \infty} \frac{\gamma_{n}^{+}}{n} = \bar{\gamma},
\]

\[
\lim_{n \to \infty} \frac{\delta_{n}^{+}}{n} = \bar{\delta}.
\]

Using this notation, our bounds can readily be translated to asymptotic form.

**Proposition 9.** Asymptotically, we have two competing lower bounds

\[
\bar{g} \geq \frac{1}{2} \bar{\delta},
\]

\[
\bar{g} \geq \bar{A}_{H}(2(1 - \bar{\delta})) \geq 1 - H(2(1 - \bar{\delta})) \quad \text{for} \quad \bar{\delta} \geq \frac{3}{4},
\]

and two competing upper bounds

\[
\bar{g} \leq \bar{A}_{H}(2\bar{\gamma}) \leq \text{MRRW}(2\bar{\gamma}),
\]

\[
\bar{g} \leq \bar{k}.
\]

**Proof.** The first lower bound is an immediate translation of Theorem 3. Also, for a positive digraph \( D^{+} \), we have \( \phi = n - \delta^{+} + 1 \), hence Theorem 5 yields

\[
\bar{g} \geq \bar{A}_{m}(1 - \bar{\delta}) = \bar{A}_{H}(2(1 - \bar{\delta}));
\]

the asymptotic Gilbert bound gives the second lower bound \( 1 - H(2(1 - \bar{\delta})) \). The remaining two lower bounds are asymptotically looser than \( \bar{\delta}/2 \): the \( c^{+} \) lower bound in (1) is upper bounded by \( n/\gamma^{+} \), which asymptotically yields zero, while Theorem 2 only yields \( \delta \log_{2}(4/3) \).

For upper bounds, Theorem 4 yields

\[
\bar{g} \leq \bar{A}_{M}(\bar{\gamma}) = \bar{A}_{H}(2\bar{\gamma});
\]

the MRRW bound then yields the first upper bound. Finally, the feedback vertex set bound immediately yields the second upper bound \( \bar{g} \leq \bar{k}. \)

\[\square\]
The lower bounds in (11) and (12) are easy to compare for they depend on the same parameter $\bar{\delta}$. They are displayed in Figure 1. In order to properly compare the upper bounds in (13) and (14), we show in Figure 2 the values of $\bar{\gamma}$ for which the MRRW bound in (13) is tighter than the feedback bound in (14) for a given value of $\bar{k}$. We first remark that since $\gamma^+ \leq n - k^+ + 1$ for any signed digraph $D$, we have

$$\bar{\gamma} \leq 1 - \bar{k}; \quad (15)$$

hence $\bar{\gamma}$ always lies below the top curve. Also, since MRRW is a bijection from $[0, 1/2]$ to $[0, 1]$, we can then write that the MRRW bound is tighter if and only if

$$\bar{\gamma} \geq \frac{1}{2} \text{MRRW}^{-1}(\bar{k}). \quad (16)$$

For $\bar{\gamma}$ anywhere between the two curves, the bound from Theorem 4 is tighter than the feedback vertex set bound; in particular, if $\bar{\gamma} \geq 1/4$, then Theorem 4 yields $\bar{g} = 0$. We can then conclude that the $k^+$ bound is usually weaker than the coding-theoretic bound in Theorem 4. This can be intuitively explained by the fact that $k^+$ corresponds to the Singleton bound for codes with minimum Hamming distance $n - k^+ + 1$; however, as we mentioned earlier the Singleton bound tends to be poor for the binary case. Thus, unless $n - k^+ + 1$ is significantly higher than $\gamma^+$, the $k^+$ bound will be loose.
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Figure 2: $\bar{\gamma}$ compared to $\bar{k}$: anywhere between the two curves shows an improvement over the $\bar{k}$ asymptotic upper bound.


