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Mesh Discriminative Features for 3D Steganalysis

Ying Yang, Yale University, USA
Ioannis Ivrissimtzis, Durham University, UK

We propose a steganalytic algorithm for triangle meshes, based on the supervised training of a classifier by discriminative feature vectors. After a normalization step, the triangle mesh is calibrated by one step of Laplacian smoothing and then a feature vector is computed, encoding geometric information corresponding to vertices, edges and faces. For a given steganographic or watermarking algorithm, we create a training set containing unmarked meshes and meshes marked by that algorithm, and train a classifier using Quadratic Discriminant Analysis. The performance of the proposed method was evaluated on six well-known watermarking/steganographic schemes with satisfactory accuracy rates.
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1. INTRODUCTION

Watermarking/steganography refers to the process of embedding a watermark over cover signals, such as digital images, video or 3D models. Typical applications include copyright protection, integrity authentication and covert communications. As a counterpart to watermarking/steganography, steganalysis aims to detect the existence of watermarks in a given signal.

While there is no generally accepted distinction between watermarking and steganography, in the image processing literature, the term steganalysis is most commonly used when the undetectability of the message under probing by steganalytic algorithms is a concern. On the other hand, as there are no steganalytic algorithms for 3D models, in the geometric modelling literature, the term watermarking is most commonly used for algorithms aiming at embedding small payloads that are resistant to removal by malicious attacks, while steganography usually refers to high capacity algorithms.

In this paper, we propose a steganalytic method for triangle meshes, which is the ubiquitous standard in digital surface representation, adopting a framework which has been successfully developed for image steganalysis. The main idea is that even though the presence of the watermark is often imperceptible to the human eye, it may nevertheless disturb the natural statistics of the 3D signal and thus become detectable.
We implement this idea by computing for each mesh a characteristic feature vector capturing geometric information extracted from its Cartesian and Laplacian coordinates, its dihedral angles and face normals. For the extracted feature vector to have sufficient for our purposes discriminative power, we do not compute it directly on each mesh, but on the difference between the mesh and a filtered copy of it called the reference mesh. This technique is known in the literature of image steganalysis as calibration. Here, the reference mesh is produced by applying one iteration of Laplacian smoothing.

In [Fridrich et al. 2002], where calibration was introduced, the reference image was deemed to serve as an approximation of the original image before the embedding of the watermark. However, as [Kodovský and Fridrich 2009] points out, this approximation does not need to hold for the calibration to work. Instead, what we expect from the calibration is to erase a part of the changes introduced by watermarking, without altering the cover significantly. Then, as a result, the difference between a mesh and its reference will be distinctively larger for watermarked than for clean models. From this point of view, what our experiments demonstrate is that when one of the six test watermarking/steganographic algorithms is used, the difference between a mesh and its smoothed version is distinctively larger for marked meshes, when a certain well-chosen statistical measure of that difference is used.

After the extraction of the feature vector, a supervised learning algorithm based on Quadratic Discriminate Analysis is applied to a training set of feature vectors from unmarked meshes and meshes marked by a given watermarking/steganographic algorithm, yielding a steganalytic classifier for that particular method. We also obtained a universal steganalyzer by training the classifier on a set of meshes marked by all six watermarking/steganographic test algorithms.

The adopted machine learning approach, which has already been successfully employed in image steganalysis, seems to be even more suitable for triangle meshes. Indeed, given the irregularity of triangle mesh representations of surfaces, the alternative approach of applying signal decomposition for analysis or processing is expected to be extremely challenging and often gives poor results.

**Contribution:** We propose a steganalytic technique for triangle meshes, which, to the best of our knowledge, is the first 3D steganalytic method in the literature. Experiments on six well-known steganographic/watermarking algorithms show that the method can be successfully used as a benchmark for the anti-steganalysis performance of existing and future 3D steganographic/watermarking algorithms.

**Limitations:** Given that there are no other steganalytic methods to compare our results against, it is difficult to judge the significance of the obtained accuracy rates. However, we may assume that as it is the case with image steganalysis too, one may achieve higher accuracy rates by devising algorithms targeting specific steganographic/watermarking methods.

A second limitation is that the proposed steganalytic method only targets algorithms that hide information into the mesh geometry. Even though such algorithms are the mainstream of 3D steganography/watermarking, it should be noted that there are also algorithms hiding information into the mesh connectivity, or into the data redundancy of polygonal list files encoding triangle meshes. In its current form, our method cannot detect watermarks inserted by such algorithms.

As a third limitation, we notice that, in its current form, the proposed algorithm can detect but not remove a watermark. Depending on the steganographic algorithm, watermarks are usually removed with standard mesh processing attacks, such as smoothing, mesh simplification, or noise addition. In practice, a steganalytic algorithm can facilitate such attacks by confirming the removal of the watermark. We also notice that, in its current form, the proposed algorithm does not estimate the parameters of the steganographic algorithm used for watermark insertion.

Even though the proposed steganalytic algorithm has been tested against six popular 3D steganography/watermarking methods, we note that there are several other existing methods we have not tested.
the algorithm against, as for example the recently proposed multi-channel watermarking algorithms based on the manifold harmonic transform.

2. RELATED WORK

In this section, we briefly review 3D watermarking/steganography. For more details on the relevant literature we refer the reader to the survey in [Wang et al. 2008]. In addition, the image steganalysis methods relevant to our approach are also reviewed.

3D Watermarking: Similarly to image watermarking, 3D watermarking approaches work either in the spatial domain [Yeo and Yeung 1999] [Lin et al. 2005] [Cho et al. 2007] [Yang and Ivriissimitzis 2010], or in the frequency domain [Ohbuchi et al. 2002] [Praun et al. 1999] [Uccheddu et al. 2004] [Yin et al. 2001]. For 3D model verification, Yeo et al. [Yeo and Yeung 1999] propose a watermarking method which perturbs each vertex to ensure that two predefined hash functions have the same value on it. Due to the heavy dependence on the order of traversal of the vertices, this method has the causality problem. Lin et al. [Lin et al. 2005] address this issue by taking advantage of vertex-order-independent hash functions. Based on modifying the mean value and variance of the distribution of vertex norms, Cho et al. propose two blind robust watermarking algorithms in [Cho et al. 2007]. Instead of modifying the vertex norms, Luo et al. [Luo and Bors 2011] propose two surface-preserving robust 3D watermarking approaches through changing the mean and the variance of geodesic distance distributions. Based on the fact that human eyes are less sensitive to changes at a rough surface patch than those at a smooth surface, Kim et al. [Kim et al. 2010] present an adaptive 3D watermarking algorithm that varies the strength of watermark depending on the masking effect of surface roughness. Recently, Yang et al. [Yang and Ivriissimitzis 2010] presented a watermarking algorithm based on the modification of the lengths of Laplacian coordinate vectors. Their method is able to resist common mesh editing attacks to some extent, due to the good behaviour of the Laplacian coordinate under such operations.

Another category of robust 3D mesh watermarking methods is based on frequency domain analysis. Using the mesh spectral analysis of Karni et al. [Karni and Gotsman 2000], Ohbuchi et al. [Ohbuchi et al. 2002] insert the watermark into the low frequencies. Praun et al. [Praun et al. 1999] employ Hoppe’s multiresolution decomposition [Hoppe 1996] to find the perceptually significant features of a given 3D model and insert the watermark into these features. The watermarking algorithms by Uccheddu et al. [Uccheddu et al. 2004] and Yin et al. [Yin et al. 2001] use the multiresolution analysis in [Lounsbery et al. 1997] and [Guskov et al. 1999], respectively. Konstantinides et al. [Konstantinides et al. 2009] propose a robust, blind 3D watermarking algorithm by mapping regions of the mesh onto oblate spheroids and embedding the watermark into their spheroidal harmonic coefficients. Liu et al. [Liu et al. 2008] propose a spectral watermarking algorithm based on the Manifold Harmonic Transform (MHT) [Vallet and Lévy 2008]. In [Liu et al. 2012] the same authors present a spectral watermarking algorithm based on Dirichlet Manifold Harmonic Transform (D-MHT) [Liu et al. 2010].

Due to the properties of the harmonic transform, the two watermarking approaches are robust against various attacks, including connectivity modification, noise addition and smoothing.

3D Steganography: Motivated by the idea in [Cayre and Macq 2003], Wang et al. [Wang and Cheng 2005] increase the embedding capacity and reduce the distortion by employing a multi-level embedding procedure. Bogomjakov et al. [Bogomjakov et al. 2008] propose a distortion-free steganographic method, using the redundancy in the indexed representation of a mesh by permuting the order in which faces and vertices are stored. Tu et al. [Tu et al. 2010] improve the efficiency in the original mapping of [Bogomjakov et al. 2008], further increasing its capacity. Chao et al. [Chao et al. 2009] propose a high-capacity, low-distortion method based on vertex projection onto the principal axis. Given a
Fig. 1. Comparison of the histograms before and after embedding with the variance-based watermarking in [Cho et al. 2007] on the Stanford Bunny. The $y$ axis shows the frequency. The histograms were constructed from the $x$ component of Laplacian coordinates (Left), the differences of the lengths of Laplacian coordinate vectors (Second from Left), the differences of the dihedral angles (Second from Right) and the differences of the angles between face normals (Right).

tolerance for the normal distortion, Yang et al. [Yang et al. 2013] compute an appropriate quantization level for the mesh vertices and replace the unused Least Significant Bits (LSB) with watermark bits.

**Image Steganalysis:** The calibration method was introduced in [Fridrich et al. 2002] for attacking F5 steganography [Westfeld and Pfitzmann 2001]. The idea of analyzing histograms of characteristic functions has been implemented among others by Ker [Ker 2005] for LSB steganalysis of grayscale images.

A major challenge in developing universal steganalytic algorithms is the identification of features that are modified by watermark embedding. Farid [Farid 2002] proposes a universal approach that uses a wavelet-like decomposition to build higher-order statistical models of natural images. Rather than using empirical probability density function (PDF) moments, Xuan et al. [Xuan et al. 2005] and Harmsen et al. [Harmsen and Pearlman 2003] employ empirical characteristic function (CF) moments for blind steganalysis. Wang et al. [Wang and Moulin 2007] decompose images into groups of data samples and use the informative features from empirical PDF and CF moments of subband images for universal steganalysis.

**3. TRIANGLE MESH STEGANALYSIS**

Given a target watermarking/steganographic algorithm, the steganalytic algorithm extracts $N$-dimensional feature vectors $F_i$ from a training set of clean and watermarked models

$$F_i = (f_{i,1}, f_{i,2}, \cdots, f_{i,N})$$

where $i$ is the index of the model in the training set and $N = 208$ in the paper. These feature vectors are the input of a supervised learning algorithm, which produces a classifier associated with the target watermarking/steganographic algorithm.

**3.1 Normalization**

In a pre-processing step, the model is normalized by a coordinate system change before feature extraction. We apply Principal Component Analysis (PCA) to the vertex coordinates, and align the $xyz$ axes of the coordinate system with the three principal directions $q_1$, $q_2$ and $q_3$, respectively, assuming, without loss of generality that $\lambda_1 \geq \lambda_2 \geq \lambda_3$ for the corresponding eigenvalues. After this coordinate system transformation, we uniformly scale the model into the unit cube centered at $(0.5, 0.5, 0.5)$.

The normalization ensures that the feature vector $F_i$ of each model is invariant under affine transformations. Also, normalization restricts the values of each component $f_{i,j}$ of $F_i$ to a limited range and thus, prevents the large feature values dominating the smaller values. Notice that because of the use...
of PCA, we are not able to specify the orientation of the axes of the new coordinate system. That means that all extracted features should be invariant under an orientation change of any of the axes.

3.2 Calibration

The reference mesh $M'$ we use for calibration is produced by applying one iteration of Laplacian smoothing on the original mesh $M$. We use a standard Laplacian operator corresponding to the Kirchhoff matrix [Bollobás 1998] with entries

$$R_{i,j} = \begin{cases} 
\text{val}(v_i) & \text{if } i = j \\
-1 & \text{if } v_j \in \mathcal{N}(i) \quad 1 \leq i, j \leq V \\
0 & \text{otherwise}
\end{cases}$$

where $v_i$ is the vertex indexed by $i$, $\text{val}(v_i)$ and $\mathcal{N}(i)$ denote the valence and the 1-ring neighborhood of $v_i$, and $V$ is the number of mesh vertices.

We have found that this simple calibration process works well against all watermarking algorithms we have tested the proposed method on. Moreover, its simplicity gives a reasonable expectation that the experimental results will generalize well against other watermarking algorithms that have been proposed, or will be proposed in the future.

3.3 Feature Extraction

The computation of the feature vector $F_i$ is a two-step process: extracting features and computing components of $F_i$. More specifically, we first compare the original and the reference models and compute vectors with components corresponding to mesh vertices, edges or faces. Next, these vectors are processed to produce the components of the feature vector $F_i$.

Regarding the vertex vectors, we compute the absolute values of the differences of the $x$, $y$ and $z$ coordinates of $M$ and $M'$, as well as the length of the vector of Cartesian coordinate differences. Essentially, these components are the absolute values of the Laplacian coordinates and the length of the vector of Laplacian coordinates of $M$. Next, we obtain four more vectors by computing the same absolute differences but on the Laplacian rather than the Cartesian coordinates of $M$ and $M'$. The computations are done separately on vertices with valence less than, equal, or greater than six, excluding all boundary vertices. That is, we treat separately vertices that are topologically convex, planar, or concave in the combinatorial Gaussian curvature sense [Higuchi 2001]. The total number of vectors obtained from the mesh vertices is 24.

Regarding the edges of the mesh, we compute the vector of the absolute values of the differences of the dihedral angles between $M$ and $M'$. Finally, regarding mesh faces, we compute the vector of the angles between the normals of $M$ and $M'$, obtaining a total of 26 vectors from vertices, edges, and faces.

Fig. 1 shows the changes in the histograms of the extracted features induced by the variance-based watermarking in [Cho et al. 2007] when applied on the Stanford Bunny. The observed large differences in the shape of the histogram between the clean and the marked Bunny model illustrate in a nutshell why the proposed method works.

3.4 The Feature Vector $F_i$

From each of the 26 vectors computed in the previous section, we compute eight components of the feature vector $F_i$, creating a vector of dimension $N = 208$. Let $f$ be one of these 26 vectors. The first four components of $F_i$ corresponding to $f$ are the mean, variance, skewness and kurtosis of $\log(|f|)$. Notice that these four statistical characteristics are commonly used in image steganalysis [Farid 2002].
as vector shape descriptors. The purpose of the log transform is the reduction of the range of the values and also an increase in the weight of small positive values.

For the other four components, we first build the histogram of $f$ with

$$H = \left\lceil \frac{\max(f) - \min(f)}{h} \right\rceil$$

(3)

bins, where the size of the bin is given by the Freedman–Diaconis rule [Freedman and Diaconis 1981]

$$h = \frac{2 \text{IQR}(f)}{n^{1/3}},$$

(4)

where $\text{IQR}(\cdot)$ denotes interquartile range and $n$ is the number of components in $f$. By counting the number of elements in each bin, we obtain the frequency vector $n = (n_1, n_2, \ldots, n_H)$ and its difference vector $n' = (n_2 - n_1, n_3 - n_2, \ldots, n_H - n_{H-1})$. Then, the four remaining components of $F_i$ obtained from $f$ are the mean, variance, skewness and kurtosis of $\log(|n'|)$.

We notice that the dimension of the vector $F_i$ is relatively low, compared for example with the PEV-274 [Pevn´y and Fridrich 2007], which has dimension 274 and is used for image steganalysis. Indeed, given that images are structurally simpler than triangle meshes, one would expect that a good discriminative feature vector for meshes would have a higher dimension. Nevertheless, the proposed feature vector works well in practice.

3.5 The Classifiers

We train the classifiers using the feature vectors extracted from a training set of 3D models with and without watermarks. Before training the classifiers, the features are scaled into comparable dynamic ranges. More specifically, for any component $f$ of the feature vector, we find its minimum $f_{\text{min}}$ and maximum $f_{\text{max}}$ values on the set of all training models. For any training or test model, we scale the feature component $f$ by

$$\bar{f} = \frac{f - f_{\text{min}}}{f_{\text{max}} - f_{\text{min}}}$$

(5)

Notice that $\bar{f} \in [0, 1]$ for all training models, while it is expected that $\bar{f}$ will also fall in $[0, 1]$ for most test models. This scaling process prevents the features with large numerical ranges from dominating those with small numerical ranges and thus greatly improve classification accuracy [Wang and Moulin 2007].

Finally, the classifier is obtained via quadratic discrimination that fits multivariate normal densities with covariance estimates stratified by group [Krzanowski 2000]. Notice that the simpler Fisher Linear Discriminant has been successfully employed in prior steganalysis work [Farid 2002]; however, we have empirically found that in our case it is slightly outperformed by the quadratic discrimination. We have also tested Adaboost classifiers based on Linear and Quadratic Discriminants, but there was no improvement on the results.

When the classifiers for each target embedding method have been computed, the steganalysis process is straightforward. Given a test 3D model, we just compute its feature data, apply the classifier for a particular steganographic method to the feature data and assign it to one of the two categories: unmarked by that method or marked by that method.

4. EXPERIMENTAL RESULTS

In this section, we experimentally validate the proposed steganalytic algorithm against six well-known embedding techniques. They include LSB modification [Yang et al. 2013], the high-capacity steganano-
graphic scheme [Chao et al. 2009], two watermarking methods proposed in [Cho et al. 2007], the Laplacian coordinate-based watermarking method in [Yang and Ivrissimtzis 2010] and the frequency-based watermarking in [Ohbuchi et al. 2002]. Before presenting the validation results, we shall briefly describe these six embedding approaches in the next sub-section.

The experimental dataset consists of the 360 models in Princeton Shape Benchmark [Shilane et al. 2004] and four models from the Stanford 3D Scanning Repository. We assumed that all these 364 downloadable models were unmarked. Notice that the 3D models in the dataset vary greatly in overall shape and size. Fig. 2 illustrates a part of the experimental dataset.

All algorithms have been implemented in MATLAB and C++ and tested on a PC running on an Intel Core 2 Duo T6570 2.1 GHz processor with 2 GB memory. In our current non-optimized implementation, it takes about 40 minutes to compute the feature vectors in the training dataset and less than one second to construct a classifier. Notice that this one-off training process is the computational bottleneck of the algorithm. After the classifiers have been computed, it takes about six seconds to analyze a test model with 10,000 vertices.

4.1 Description of Implemented Methods and Parameter Settings

**LSB Modification Steganography [Yang et al. 2013]:** This simplest form of steganographic algorithm works by first computing an appropriate quantization level for each mesh vertex and for a given tolerance $\epsilon$ of face normal degradation, and then by simply replacing the less significant bits with message bits. For the extraction of the embedded message we read the less significant bits on each vertex coordinate, after some coordination problems related to the computation of the appropriate quantization level in the clean and the marked models have been resolved. The method is adaptive, embedding different numbers of bits into distinct vertices, depending on the shapes of their neighborhoods. The method appears to outperform any previously proposed steganographic methods in terms of embedding capacity and distortion control.

In the experiments, we vary the value of $\epsilon$ of the tolerance for the expected face normal degradation, simulating various amounts of embedding distortion. In particular, we use $\epsilon = 1^\circ$, $\epsilon = 2^\circ$ and $\epsilon = 5^\circ$.

**High-capacity Steganography [Chao et al. 2009]:** This method starts with a coordinate system transformation to the three principal axes of the 3D model, then uniformly divides the line segment whose two end points are the furthest projections of the mesh vertices on each principal axis into a set of intervals, and finally assigns to each segment a two-state object (0 or 1) in an interleaved manner. Next, each segment is further divided into a change region and an un-change region. Finally, the message embedding takes place by either keeping a vertex intact, or moving it into the change region of an interval, depending on both the message bit to be inserted and the state of the interval into which the vertex is projected. This single-layered embedding can be easily extended to a multi-layered version, achieving this way high embedding capacity and low embedding distortion.

Regarding the parameter setting, in our tests we use $n_{\text{layers}} = 10$ for the number of layers and $n_{\text{intervals}} = 10000$ for the number of intervals.

**Two variants of Robust Watermarking [Cho et al. 2007]:** Cho et al. propose two watermarking algorithms based on modifying the radial coordinate of the mesh vertices in a spherical coordinate system. The main ideas of two methods are very similar, the difference being that one alters the mean of the radial coordinates of a set of vertices, while the other changes the variance. More specifically, they first build the histogram of the radial coordinates and normalize the radiuses in each bin into the range [0, 1]. The embedding process is based on the assumption that the mean of the normalized radiuses in each bin is expected to be equal to 1/2 and the variance 1/3. By increasing or decreasing the normalized radiuses in each group depending on the value (0 or 1) of the watermark bit to be
Table I. Clean and marked models in the training and test datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Training Dataset</th>
<th>Test Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Clean</td>
<td>#Marked</td>
</tr>
<tr>
<td>Cho’s Mean</td>
<td>260</td>
<td>267</td>
</tr>
<tr>
<td>Cho’s Variance</td>
<td>260</td>
<td>255</td>
</tr>
<tr>
<td>Laplacian-based</td>
<td>260</td>
<td>263</td>
</tr>
<tr>
<td>Chao’s</td>
<td>260</td>
<td>262</td>
</tr>
<tr>
<td>LSB</td>
<td>260</td>
<td>250</td>
</tr>
<tr>
<td>Ohbuchi’s</td>
<td>260</td>
<td>262</td>
</tr>
<tr>
<td>All Methods</td>
<td>260</td>
<td>410</td>
</tr>
</tbody>
</table>

embedded, the make the mean (or variance) of the marked normalized radiuses smaller or greater than 1/2 (or 1/3). The watermark extraction can be carried out blindly by comparing the mean (or variance) of the normalized marked radiuses in each bin with 1/2 (or 1/3).

Regarding the parameter setting of our test, the incremental step size is fixed at $\Delta k = 0.001$ and the number of bins at 64, while we vary the value of the strength factor $\alpha$ for different models. In particular, $\alpha$ is a random number within the ranges $[0.02, 0.06]$ and $[0.12, 0.20]$ for mean-based and variance-based watermarking, respectively. Notice that the purpose of varying $\alpha$ is to simulate the situation of incurring different amounts of embedding distortion to different 3D models.

Laplacian-based Watermarking [Yang and Ivrissimtzis 2010]: Yang et al. propose a watermarking algorithm robust against mesh editing attacks changing the global shape of a mesh. The basic idea behind this method is to embed the watermark into the histogram of the lengths of the Laplacian coordinate vectors. More specifically, it encodes a watermark bit by changing the heights of two adjacent histogram bins via transferring some elements from one bin to another. To decode a watermark bit, it constructs the histogram of the Laplacian lengths on the marked model and then compares the heights of two neighboring histogram bins. Again, the watermark extraction can be executed blindly, with no reference to the original mesh.

In our tests, the embedding threshold is set at $n_{\text{thr}} = 46$, the robustness threshold at $n_{\text{robust}} = 5$, while the number of bins is equal to $\lceil V/70 \rceil$, where $V$ is the number of mesh vertices.

Frequency-based Watermarking [Ohbuchi et al. 2002]: The robust 3D watermarking method by Ohbuchi et al. is considered a classic in frequency-based watermarking. Before watermark embedding, the original cover mesh is divided into a set of patches. The purpose of this segmentation is to reduce the computational time of the subsequent spectral computations, which can be very time-consuming on large matrices. Next, the method computes the low frequency spectrum of the Kirchhoff matrix of each patch, computing the $m$ smallest eigenvalues and their corresponding eigenvectors using the Arnoldi method [Golub and Van Loan 1996]. Each vertex of the patch is projected onto these $m$ low frequency normalized eigenvectors and the watermark is embedded via additive modulation of the spectral coefficients of the patches. To further improve robustness, each watermark bit is repeatedly inserted with a chip rate $c$. It is a non-blind method and thus requires the original mesh at the stage of watermark extraction.

In our tests, we fix the modulation ratio at $\beta = 0.001$, the watermark chip rate at $c = 15$ and the number of eigenvectors used for embedding at $m = 160$.

4.2 Specific Steganalyzer

To construct a steganalyzer specific for each one of the six embedding methods, training and test datasets were produced separately. Table I shows the number of clean and marked models in both datasets for each watermarking method.
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Regarding the output of the experiments, apart from measuring the accuracy of the constructed steganalyzers, we would also want to be able to detect any possible large information redundancy in the feature vector $F_i$, which could indicate that our selection of features was not optimal. For that reason we use PCA to reduce the dimension of $F_i$. Figs. 3 and 4 plot the detection accuracy of the steganalyzers, computed on the test sets of the six implemented embedding techniques, against the number of principal components retained from the feature vector. We notice that the right choice of number of principal components boosts in all cases the accuracy to above 80%. However, the figures also show near optimal rates when all components of $F_i$ are retained. We also notice that, in all cases, the specificity increases monotonically with the number of principal components, thus, there is no compelling evidence suggesting the use of PCA for reducing the dimension of the feature vector. We interpret this result as showing that there is no considerable redundancy in the feature vector $F_i$, justifying this way the choice of its components since each one of them is likely to contribute positively to the recognition process.

From Fig. 4 we deduce that, as expected, the detection accuracy increases monotonously with the amount of embedding-induced distortion. That is, we obtain better results on marked models with large distortion. The comparison of Figs. 3 and 4 indicates that, in descending order, the anti-steganalysis performance of the six tested methods ranks as follows: Yang’s watermarking, Chao’s steganography, Cho’s mean-based watermarking, LSB modification, Cho’s variance-based watermarking and Ohbuchi’s method. The method works particularly well against Ohbuchi’s frequency-based watermarking with a detection rate of about 99%.

4.3 Universal Steganalyzer

In addition to the six specific steganalyzers, we also constructed a universal steganalyzer. Our main motivation is that a universal steganalyzer can be used as a benchmark for measuring the antiste- ganalysis performance of other existing and most importantly future watermarking/steganographic algorithms. The training set was created by randomly selecting 260 clean models from the dataset, creating 410 marked models by randomly selecting clean models from the training set and marking them with a randomly chosen embedding algorithm, and finally mixing them all together into a training set of 670 models.
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Fig. 3. Detection accuracy plotted against the number of principal components for Cho’s mean and variance-based watermarking methods [Cho et al. 2007], Yang’s Laplacian coordinates based watermarking [Yang and Ivrissimtzis 2010], Chao’s high-capacity steganography [Chao et al. 2009] and Ohbuchi’s frequency-based watermarking [Ohbuchi et al. 2002] (from top to bottom and left to right). Here, TPR and FPR indicate true positive rate and false positive rate, respectively.

Fig. 4. Detection accuracy plotted against the number of principal components for LSB steganography [Yang et al. 2013] with expected normal distortion of $\epsilon = 1^\circ$, $\epsilon = 2^\circ$ and $\epsilon = 5^\circ$ (from left to right). Here, TPR and FPR indicate true positive rate and false positive rate, respectively.

Fig. 5 shows the average detection rate for the six embedding methods, against the number of principal components retained from the feature vector. The accuracy is approximately 80%. A comparison with Figs. 3, 4 shows that the universal steganalyzer achieves lower detection rates than the specific steganalyzers. This is an expected behaviour; universal steganalysis is a more challenging classification problem since there is a choice of steganographic algorithm for inserting the watermark, and thus, the classification space of marked meshes is more complex.

Furthermore, Fig. 5 shows that the optimal detection rate of the universal steganalyzer is achieved when all components of $F_i$ are used, meaning not only that each component of $F_i$ is likely to have played a useful role in the steganalysis process, but also that one may expect to obtain a better universal steganalyzer by increasing the dimension of the feature vector. The latter is a reasonable expectation since a more complex classification space requires a higher dimensional feature vector to describe it. However, we note that such an increase of the dimension of the feature vector is likely to reduce the detection rates of the specific steganalyzers, which work on smaller classification spaces.
Mesh Discriminative Features for 3D Steganalysis

Fig. 5. Average detection rate for all six embedding methods, plotted against the number of retained principal components. Here, TPR and FPR indicate true positive rate and false positive rate, respectively.

5. CONCLUSION

We have presented a steganalytic algorithm for the detection of hidden messages in triangle meshes. The algorithm has been evaluated on six state-of-the-art 3D watermarking/steganographic methods with satisfactory accuracy rates.

We think that the high success rate of the steganalytic algorithm may be partly due to a certain lack of sophistication in the current state-of-the-art of 3D watermarking/steganography and that algorithms with better anti-steganalytic performance should be developed. In the future, we plan to work towards a 3D watermarking algorithm that will be robust against the proposed steganalytic algorithm, or any variants of it that would employ different feature vectors, different calibration methods, or different classifiers. As the main challenge in designing such an undetectable watermarking algorithm, we note our limited understanding of how several components of feature vector, such as the skewness and kurtosis of the graph of the norms of the Laplacian coordinates, are affected by vertex perturbations. Moreover, the high dimensionality of the feature vector means that machine learning algorithms may be able to detect patterns that the designers of the algorithm did not intuitively expect. Thus, some high level guesswork combined with error and trial might be the easiest way forward.
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