Temperature dependence of NMR parameters calculated from path integral molecular dynamics simulations
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The influence of temperature on NMR chemical shifts and quadrupolar couplings in model molecular organic solids is explored using path integral molecular dynamics (PIMD) and density functional theory (DFT) calculations of shielding and electric field gradient (EFG) tensors. An approach based on convoluting calculated shielding or EFG tensor components with probability distributions of selected bond distances and valence angles obtained from DFT-PIMD simulations at several temperatures is used to calculate the temperature effects. The probability distributions obtained from the quantum PIMD simulations, which includes nuclear quantum effects, are significantly broader and less temperature dependent than those obtained with
conventional DFT molecular dynamics or with 1D scans through potential energy surface. Predicted NMR observables for the model systems were in excellent agreement with experiment.

**Introduction**

Solid-state nuclear magnetic resonance (SS-NMR) spectra provide valuable information about structure, interactions and dynamics in solids not available otherwise. In many aspects, SS-NMR spectroscopy is thus complementary to high-resolution x-ray diffraction methods. However, experimental NMR spectra cannot usually be related to the structure and dynamics of studied molecules in a straightforward manner. Ab initio computational methods must be used to predict NMR parameters, interpret the experimental data, and thus obtain information about system structure and dynamics.

It is well established that fast molecular motions, such as vibrations, conformational averaging, and molecular aggregation will change equilibrium values of NMR parameters.\(^1\)\(^-\)\(^12\) Isotope shifts\(^13\) and temperature dependence of NMR parameters are experimental manifestations of such dynamical averaging effects. Traditionally, quantum-chemical simulations of NMR parameters have been common for “isolated” molecules, such as those in gases or solutions. In the last decade, the gauge-including projector-augmented wave (GIPAW) procedure has been developed for routine predictions of magnetic resonance parameters in solids.\(^14\) The power of the GIPAW approach for calculating NMR properties for fully periodic crystal structures, specifically in the context of organic solids, has been well documented in numerous studies.\(^1\),\(^15\)-\(^16\) An alternative to the GIPAW approach are calculations of NMR parameters of molecular clusters, which allows application of a broader set of model chemistries, such as meta-GGA or DFT hybrid
The quantum chemical calculations are typically performed using static structures, i.e. at 0 K and neglecting zero-point motion. However, dynamics can lead to significant discrepancies between computed and experimental data.

A straightforward way to handle the dynamical effects on molecular properties is a molecular dynamics (MD) simulation. However, MD performed either with empirical or “first-principles” potentials treats nuclei as classical particles, and is not generally appropriate for molecules with discrete energy spectra. More precisely, when the energy of the excited states is larger than the Boltzmann thermal energy ($\Delta E >> k_BT$), application of MD is inappropriate because the system stays in the ground state. At room temperature ($k_BT \sim 209 \text{ cm}^{-1}$ at 300 K), for example, this situation occurs for most high-frequency vibrational molecular motions, such as C–H stretching ($\Delta E \sim 3000 \text{ cm}^{-1}$). On the other hand, averaging of the solvent positions and low-frequency molecular motions (e.g., semi-free rotation of covalent bonds) can be done with MD.

Nuclear quantum effects (NQE) including zero-point vibration, nuclear delocalisation and tunnelling are especially important for hydrogen atoms. These effects can be included through proper vibrational averaging, taking into account molecular flexibility, anharmonicities in nuclear potential, and realistic dependence of NMR parameters on the coordinates. Hydrogen bonds are particularly affected by dynamical and temperature effects, and both the potential energy landscape and chemical shift surfaces can be complex. Simplified approaches, such as the harmonic approximation, may fail to provide reliable vibrational corrections. Computations beyond the harmonic approximation are currently significantly limited due to their extensive demands on computer time and memory, and usually applied to individual molecules only. To obtain realistic results for larger systems, ad hoc approximations regarding the nuclear
potential or dependence of the spectral parameters on the geometry can be done.\textsuperscript{32} For crystalline \(\alpha\)-glycine only qualitative agreement with the experimental data was obtained with limited polynomial expansions of the potential and NMR properties around the equilibrium geometry. The temperature dependence of NMR shielding was significantly overestimated for most of the nuclei by this model.\textsuperscript{33} For hydrogens, vibrational NMR corrections have been found to be transferable between similar molecules; no such transferability has been observed heavier nuclei, such as carbon, nitrogen, oxygen or fluorine.\textsuperscript{34-35}

An alternative route to including quantum effects in quantum-chemical simulations is based on the wavefunction propagation using the Feynman’s path integral\textsuperscript{36} (PI) formalism. The path-integral MD (PIMD) methodology explored in the present study appears as a more universal way to account for the motional averaging. It accounts both for the temperature and quantum effects. The PI equations of motion are coupled with the usual MD procedures, in particular with those using DFT potentials for the nuclei and plane wave basis for the electronic wavefunction.

Recently, we introduced an approach for including NQEs in NMR calculations based on convoluting calculated shielding and coupling surfaces with probability distributions of relevant bond distances and valence angles obtained from PIMD simulations.\textsuperscript{37} This approach systematically improved the agreement between calculated and experimental \(^{13}\)C chemical shifts in solids. It also provided excellent predictions of deuterium isotope effects, which are easily detectable and can convincingly manifest the quantum nature of the nuclei. In particular, zero-point fluctuations lead to differences in vibrationally averaged NMR properties of natural and deuterated compounds. Similarly, the PIMD approach appeared suitable to describe hydrogen bonds stabilized by \(\pi\)-electron delocalization (resonance-assisted hydrogen bonds); when the
nuclear delocalisation was included in chemical shift calculations, the agreement with experiment was excellent, while static calculations showed very poor performance.

Here, we apply the PIMD approach to explain temperature dependence of solid-state NMR parameters of $\alpha$-glycine and nitromalonamide. $\alpha$-glycine is often used as secondary standard of carbon and nitrogen chemical shifts in solid-state NMR experiments, and it has been investigated in the temperature range 288–427 K using neutron diffraction;\textsuperscript{38} no changes of molecular structure or phase transitions were observed under these conditions. The unit cell expands anisotropically with increasing temperature. The $^{13}$C and $^{15}$N chemical shifts of $\alpha$-glycine over the temperature range 200–415 K was also reported.\textsuperscript{39} For various polymorphic glycine forms, the plane wave pseudopotential methodology has been already successfully applied to produce static chemical shifts, although the static values sometimes significantly deviate from experiment.\textsuperscript{40}

In the other studied system, solid 2-nitromalonamide (NMA, Figure 1), the O–H···O intramolecular hydrogen bond is one of the shortest hydrogen bonds known between oxygen atoms. The O···O distance obtained by X-ray diffraction at room temperature is 2.384 Å;\textsuperscript{41} 2.391 Å was obtained at 15 K by neutron diffraction.\textsuperscript{42} The enol hydrogen in the crystal is asymmetrically located between the two oxygen atoms, with distances of 1.14 Å for the O–H bond and 1.31 Å for the O···H contact. Previously, NQEs in solid NMA at 298 K have been studied by Car-Parrinello molecular dynamics with path integration. A very large delocalization of the O–H proton was found.\textsuperscript{43}

The molecule is also interesting for a large anomalous temperature dependence of $^2$H quadrupolar coupling in deuterated NMA. Normally, the magnitude of quadrupolar couplings is reduced with increasing temperature, due to vibrational and librational motions.\textsuperscript{21} For NMA,
however, a 6.9 kHz increase was observed when temperature increased from 200 to 300 K.\textsuperscript{44} Similar unusual temperature dependence of quadrupolar couplings has also been reported for other systems with short hydrogen bonds.\textsuperscript{45-46} Previous ab initio calculations, even with high-level corrections for electron correlation, did not accurately reproduce such NMR data observed in such strongly hydrogen-bonded systems.\textsuperscript{47-48} It has been shown that a simple model based on the anharmonicity of the hydrogen bond potential fails to describe temperature dependence of quadrupolar couplings.\textsuperscript{24}
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**Figure 1.** The structure of glycine and 2-nitromalonamide (NMA).

**Methods**

Structures of $\alpha$-glycine determined by neutron diffraction at 200, 300 and 427 K (CSD refcodes GLYCIN91, GLYCIN20, GLYCIN24) and X-ray structure of nitromalonamide (refcode NMALAM) obtained from the Cambridge Crystallographic Database were used as initial geometries.\textsuperscript{49} The unit cell of glycine contained four crystallographically equivalent molecules ($Z = 4$); $Z = 2$ for NMA. All calculations described in this work were performed for fully periodic systems (i.e. infinite crystals).

Born-Oppenheimer molecular dynamics (BOMD) simulations were run in the CASTEP program,\textsuperscript{50} which is a DFT-based code, using an $NVT$ ensemble, temperature of 200, 300 and 427 K, Langevin thermostat, 0.5 fs integration time step, ultrasoft pseudopotentials,\textsuperscript{51} and planewave cutoff energy of 300 eV. Integrals were taken over the Brillouin zone using a Monkhorst-Pack\textsuperscript{52} grid of the minimum k-point sampling of 0.1 Å$^{-1}$. Electron-correlation effects
were modeled using the generalized gradient approximation of Perdew, Burke, and Ernzerhof.\textsuperscript{53} The atomic positions were optimized by energy minimization prior to the MD runs at the same computational level. The lattice parameters were fixed to the experimental values. No symmetry constraints were applied during the runs, as these are only relevant to the time-averaged structure. Simulations 10 ps long were performed for every compound. The path integral propagation was used on top of the BOMD simulations, with a Trotter decomposition of all nuclei into 16 beads. One PIMD simulation took ca two days on a computational cluster with 128 cores. It has been shown recently that calculated molecular properties of ice at 100 K using 16 beads in PIMD simulations were sufficiently close to those calculated with 32 beads. For example, dipole moments calculated with 16 and 32 beads differed less than 1\%.\textsuperscript{54} We have also performed the PIMD simulation at 50 K for GLYCIN97 structure, where the NQEs become more important. Here, 16 beads are insufficient, as shown by the unrealistically narrow distributions of distance probabilities observed in Figure S1. To further confirm that the Trotter decomposition into 16 replicas and the time step of 0.5 fs is sufficient for simulations of NQEs, we performed PIMD simulations at 200 and 300 K with 32 beads, and at 300 K with 16 beads and a shorter time step of 0.25 fs. The resulting distance probability distributions were almost identical to those obtained with 16 beads and 0.5 fs (shown in the SI). Discussion of the convergence of the NQEs with the number of beads is also discussed in Refs.\textsuperscript{55-57}

To check reliability of the distance and angular probability distributions obtained under the periodic boundary conditions, MD simulation on a “supercell” of GLYCIN20 structure with the \textit{c} dimension doubled was performed as well; resulting probability distributions were almost equal to those obtained with the smaller unit cell (see Figure S3 in the SI). To check convergence of the probability distributions with respect to the time of the simulations, we produced the angle
and distance probabilities for the second half of the GLYCIN20 PIMD simulation only (5–10 ps); these probability distributions were almost identical to those obtained from the whole simulation.

The temperature effects on chemical shifts of α-glycine were obtained on the basis of probability histograms of selected geometry parameters. Probability distributions of N–H, C–H, C–O, C–C, and C–N bond distances and C–N–H, C–C–N, C–C–O, C–C–H, and H–C–H valence angles, i.e. all bond distances and a set of independent valence angles in glycine molecule, were extracted from the MD and PIMD simulations. This approach based on 1D cross-sections through the shielding surface is much less computationally expensive than a full multidimensional parameterisation. As the 1D method is appropriate only if individual coordinates contribute to the nuclear shielding independently, we checked the additivity by calculating the shielding dependences on one N–H distance for three different C–N–H angles. The calculated dependencies obtained by the 1D and 2D approaches were within 0.01 ppm (see details in the SI). The PIMD distance/angle probabilities were determined independently for all 16 replicas and then averaged. The isotropic shielding was calculated for a coordinate range comprising at least 90% of the structures found in the trajectories, (e.g. 0.85–1.45 Å for the N–H distances, and 100–130° for the C–N–H angles), with 0.1 Å step for the distances and 10° step for the angles, leading to a total of 83 NMR calculations. The dependence of the shielding on the geometrical parameters was approximated by a quadratic function. The probability distributions and the quadratic functions (shown in the SI) were then used to calculate weighted averages of shielding values of glycine for each investigated temperature. The quadratic functions approximated the studied shielding surface very well, with correlation coefficients, $R^2$, always
higher than 0.99 (see Figure S4 in the SI). The degree of the fitting polynomial can, obviously, be increased if required, at negligible computational cost.

A similar procedure for the calculation of temperature effects was applied to nitromalonamide, where the dependencies of all six independent components of the symmetric electric field gradient tensor on the O–D distance and C–O–D angle were approximated by cubic functions. The O–D and C–O–D probability distributions obtained from MD/PIMD simulations were then convoluted with the cubic functions to obtain average EFG tensor components for given temperature. Diagonalisation of the EFG tensor provided the quadrupolar couplings.58

Temperature effects can also be estimated by averaging NMR parameters for individual PIMD snapshots. However, the computation cost is high as NMR calculations would be required for all 16 replicas at every snapshot. We have compared the functional and snapshot approaches in our previous work37 on the effects of isotopic substitution, observing that the statistical error of the snapshot approach was about one order of magnitude larger than the isotopic shifts being calculated. The temperature effects studied here are even smaller, and so an excessively high number of snapshots would be required for reasonable predictions.

For comparison to the full simulations, a one-dimensional N–H potential was calculated as the DFT energy of the periodic GLYCIN20 structure as a function of the N–H1 distance from 0.8 ... 1.6 Å in 0.025 Å increments. Then the Schrödinger equation was solved numerically, using the reduced mass (m_N m_H/( m_N + m_H)) and a plane wave basis set of 40 sine and cosine functions. One-dimensional probability was calculated as

\[ p(x) = \sum_i \exp(-E_i/kT)\varphi_i(x)^2 / \sum_i \exp(-E_i/kT), \]

where \(E_i\) and \(\varphi_i\) are energy and wavefunction of a state \(i\), and \(x\) is the N–H distance. The probability then could be compared with the MD and PIMD histograms.
Results

*Temperature effect on isotropic shieldings in solid α-glycine*

Excitation of vibrations will result in both local dynamics and overall changes in unit cell dimensions.\(^{59}\) It is possible, in principle, to treat these in a uniform way by allowing the unit cell to vary in the MD simulation. For molecular systems, including dispersion corrections would then be essential. However, test computations with empirical dispersion correction\(^{60}\) indicated that a large energy cutoff of at least 600 eV is needed to reproduce experimental lattice parameters (Table S6 in the SI) well, because the convergence of the stress tensor with respect to the cutoff energy was slower than for the energies and atomic forces. Hence for computational efficiency, we consider the temperature effects on the overall cell dimensions separately from local dynamics. Therefore, for the calculations presented in Table 1, we take into account the effect of cell expansion on shielding by static calculations of shielding values starting from neutron diffraction structures of α-glycine acquired at different temperatures.\(^{38}\) The atomic positions were optimised to avoid apparent shortening of bond distances with increasing temperature caused by vibrational/librational motions.\(^{21}\)

The higher-frequency vibrational motions lead to changes of probability distributions of molecular coordinates, which can be obtained from the molecular dynamics trajectories. For example, Figure 2 shows MD and PIMD probability distributions of the C–N and N–H bond distances in α-glycine. As expected, the atoms, especially hydrogens, are more delocalised in the PIMD simulations than in MD. Averaged PIMD values are also shifted slightly towards longer bond lengths.

Increasing the temperature leads to an unrealistic broadening of the classical nucleus MD probability distributions and consequent overestimation of the temperature dependence of NMR
shieldings (Table 1). The quantum PIMD distributions, on the other hand, are almost temperature independent; only slight changes towards longer bonds and broader distributions can be seen at higher temperatures (Figure 2).
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**Figure 2.** a) C–N and b) N–H distance probabilities found in MD/PIMD simulations of α-glycine at three temperatures.

For comparison, classical and quantum (based on the Schrödinger equation) distance probabilities were calculated for the one-dimensional N–H bond potential (Figure 3). This approach of 1D scans through potential energy landscapes is commonly used for vibrational averaging of molecular properties. The conventional MD probability is closer to the 1D classical distribution, and PIMD distribution is closer to the 1D quantum result. A more detailed look reveals, however, that in both cases the 1D approximation provides narrower distributions than the corresponding MD simulations. This can be attributed to the neglecting of coupling of vibrational dynamics between individual coordinates in the 1D model. Note that the one-dimensional N–H potential was obtained at zero temperature by changing the H atom position only, with all other atoms fixed. In the (PI)MD simulations all atoms could move, and the NH stretching is coupled with other vibrational modes of glycine. Moreover, changes of short
intermolecular distances with neighbouring molecules may lead to ‘squeezing’ or ‘stretching’ of the bond distance during the (PI)MD simulations leading to a non-zero probability in a broader range than that obtained from the one-dimensional potential. The contribution of the contacts, however, appears minor as estimated separately by performing a simulation on a supercell of GLYCIN20 structure with fixed positions of one half of oxygen and nitrogen atoms interconnected by hydrogen bonds (Figure S5 in the SI). This suggests that while 1D potential energy scans may help understand the dynamics phenomena, they are not appropriate for accurate vibrational averaging of spectroscopic properties.

Figure 3. The one-dimensional N–H bond potential, and classical (green, dashed) and quantum (green, solid) probabilities at 300 K calculated from it. The probabilities are compared to the PIMD (brown, solid) and MD (brown, dashed) ones obtained from the full-dimensional simulations.

Contributions of individual coordinates to the temperature effects on NMR shieldings were obtained by convoluting the dependence of the shielding on each coordinate with the MD/PIMD probability histogram of the coordinate for each investigated temperature. In other words, the temperature information is supplied to the NMR averaging via the coordinate dispersion. We
use this “functional” approach, instead of direct NMR calculations for geometry snapshots from the simulation trajectories, because it significantly reduces the computational time and avoids the slow convergence of calculated NMR data with the number of snapshots; we used 83 NMR calculations whereas several hundreds or thousands NMR calculations for geometry snapshots for each temperature would be necessary to achieve good convergence necessary for the prediction of the temperature effects (see Figure S6 showing the convergence of calculated chemical shifts with the number of snapshots), furthermore, 16 NMR calculations would be necessary for every snapshot from the PIMD simulations using 16 beads. A similar approach when the geometry dispersion was used as a secondary variable was successfully used to reduce number of the clusters also for calculation of other molecular properties.61

The contributions of all studied coordinates to the temperature changes of NMR shieldings are summarised in Tables S2 and S3 in the SI. As expected, the most important geometry parameters for the temperature effects are those closest to a given nucleus, e.g. the N–H and C–N distances and C–C–N angle for the nitrogen atom, etc., and most of the temperature effect is captured when only bond distances and valence angles involving the studied atom are used for the calculation (SI).

The resultant (PI)MD-determined temperature effects are listed in Table 1. One can see that the magnitudes of the temperature effect on NMR shielding caused by the expansion of the unit cell and by the changes of probability distributions are comparable; however, their signs are sometimes opposite. Only the sum of the PIMD-derived corrections with the static calculations provides excellent agreement with experiment. As discussed above, MD predictions overestimate the effects.
Table 1. Experimental and calculated chemical shift differences (in ppm) of solid α-glycine at 300 and 427 K ($\Delta \delta = \delta_{427 \text{ K}} - \delta_{300 \text{ K}}$).

<table>
<thead>
<tr>
<th>Atom</th>
<th>Static$^a$</th>
<th>MD-corr.$^b$</th>
<th>PIMD-corr.$^b$</th>
<th>Static + MD</th>
<th>Static + PIMD</th>
<th>Exp$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{15}\text{N}$</td>
<td>0.05</td>
<td>0.96</td>
<td>0.48</td>
<td>1.01</td>
<td>0.53</td>
<td>0.61</td>
</tr>
<tr>
<td>$^{13}\text{C}$ (CO)</td>
<td>–0.17</td>
<td>0.34</td>
<td>0.11</td>
<td>0.17</td>
<td>–0.06</td>
<td>~ –0.20</td>
</tr>
<tr>
<td>$^{13}\text{C}$ (CH$_2$)</td>
<td>–0.12</td>
<td>0.63</td>
<td>0.34</td>
<td>0.51</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>$^1\text{H}$ (NH$_3$)</td>
<td>0.03</td>
<td>0.00</td>
<td>0.02</td>
<td>0.03</td>
<td>0.05</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>$^1\text{H}$ (CH$_2$)</td>
<td>–0.08</td>
<td>0.07</td>
<td>0.03</td>
<td>–0.01</td>
<td>-0.05</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>$^1\text{H}$ (CH$_2$)</td>
<td>0.00</td>
<td>0.10</td>
<td>0.06</td>
<td>0.10</td>
<td>0.06</td>
<td>&lt;0.1</td>
</tr>
</tbody>
</table>

$^a$ Δδ for static calculations on geometry-optimised neutron diffraction structures acquired at 427 and 300 K.

$^b$ Corrections obtained by convoluting shielding surfaces with probability distributions.

$^c$ Data from ref., proton chemical shift changes were below spectral resolution of the experiment.

Effects on deuterium quadrupolar coupling in NMA

Theoretical predictions of the temperature dependence of quadrupolar couplings are slightly more complicated than those for isotropic chemical shifts, because not only the magnitude but also the orientation of the electric field gradient tensor can be influenced by temperature. Therefore, we calculated the dependence of all six unique components of the EFG tensor on the O–D distance and C–O–D angle and convoluted this dependence with probability distributions of the geometrical parameters obtained from (PI)MD simulations (Figure 4). The magnitude of the quadrupolar coupling was obtained from the principal values of the averaged tensor calculated for a given temperature (Table 2). As before, the classical-nucleus DFT molecular dynamics does not explain the anomalous experimental temperature dependence, but the PIMD approach leads to very good agreement with experiment.
Figure 4. a) O–D distance and b) C–O–D angle probabilities found in MD/PIMD simulations of nitromalonamide at 200 and 300 K.

Table 2. Experimental and calculated difference of deuterium quadrupolar coupling (in kHz) in nitromalonamide at 300 and 200 K, $\Delta C_Q = C_Q(300 \text{ K}) - C_Q(200 \text{ K})$.

<table>
<thead>
<tr>
<th></th>
<th>MD</th>
<th>PIMD</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>O–D</td>
<td>−1.4</td>
<td>5.4</td>
<td></td>
</tr>
<tr>
<td>C–O–D</td>
<td>2.4</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1.0</td>
<td>6.1</td>
<td>6.9</td>
</tr>
</tbody>
</table>

Conclusions

We have demonstrated that the temperature dependence of NMR isotropic shieldings and quadrupolar couplings can be very well rationalized by combining the PIMD simulations with DFT calculations of the shielding and EFG tensors. The functional approach based on convoluting probability distributions with the property surfaces significantly reduced the computational time as it avoided NMR calculations on the geometry snapshots obtained from the dynamics simulations. The combined PIMD/DFT approach reveals detailed relation between the
structure and interactions and NMR parameters, and provides a deep insight into the factors contributing to the temperature effect. The functional approach may also be used for systems where predictions of NMR parameters for a particular atom or region are desired, such as in the case of deuterium quadrupolar coupling in NMA, further saving computational time.

Probability distributions obtained from the PIMD simulations were significantly broader than for the classical-nucleus MD. The difference was most apparent for the light hydrogen nuclei. Conventional MD also led to unrealistic broadening of the probability distributions with increasing temperature. In PIMD simulations, on the other hand, the nuclear delocalisation was about inversely proportional to the temperature, leading to a partial compensation of larger amplitudes of nuclear motion at elevated temperatures. NMR parameters obtained from PIMD probability distributions are, therefore, less temperature dependent than those calculated from classical-nucleus MD trajectories. The comparison with available experimental data clearly indicated that the PIMD approach provides a very good prediction of the temperature effect on NMR shieldings, while conventional-nucleus MD overestimates it. Vibrational averaging based on the 1D scan from potential energy surface, which has recently been used in several studies for prediction of temperature effects, provided a narrower probability distribution for the NH distance than PIMD, because it did not account for vibrational mode coupling and intermolecular interactions in the crystal.

At present, the PIMD approach thus appears as the most universal way to account for the motional averaging in crystals. It accounts both for the molecular dynamics and nuclear quantum effects and may be used for high-quality predictions of spectroscopic parameters at finite temperatures. Although the PIMD approach was applied to molecular crystals, its application to isolated molecules is straightforward. It has already been successfully used for calculations of
deuterium isotope effects on isotropic shifts and scalar couplings in isolated halomethane. Similar application to liquids is possible in principle, although significantly longer simulation times and system sizes are likely to be required in order to reach an ergodic limit.
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