Holographic thermal DC response in the hydrodynamic limit
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Abstract

We consider black hole solutions of Einstein gravity that describe deformations of CFTs at finite temperature in which spatial translations have been broken explicitly. We focus on deformations that are periodic in the non-compact spatial directions, which effectively corresponds to considering the CFT on a spatial torus with a non-trivial metric. We apply a DC thermal gradient and show that in a hydrodynamic limit the linearised, local thermal currents can be determined by solving linearised, forced Navier-Stokes equations for an incompressible fluid on the torus. We also show how sub-leading corrections to the thermal current can be calculated as well as showing how the full stress tensor response that is generated by the DC source can be obtained. We also compare our results with the fluid-gravity approach.
1 Introduction

In studying a strongly coupled system using holographic techniques an important and fundamental observable to study is the response of the system to an applied DC thermal or electric source. In order to get finite results one needs, in general, a mechanism to dissipate momentum. Within holography the most natural way to achieve this is via the framework of holographic lattices [1–6]. These are stationary black hole geometries dual to CFTs in thermal equilibrium that have been deformed by marginal or relevant operators that explicitly break the translation invariance of the CFT. Several different kinds of holographic lattices have now been studied and they give rise to a wide variety of interesting phenomena including Drude physics [1,2,7], novel metallic ground states [8,9], metal-insulator transitions [3,5] and anomalous temperature scaling of the Hall angle [10].

It is now known that the DC thermoelectric conductivity matrix can be obtained for holographic lattices, universally, by solving a system of linearised Navier-Stokes equations for an auxiliary incompressible fluid on the black hole horizon. This was first shown in [11] and then extended in [12,13]. In a nutshell, this works as follows. By solving the fluid equations, which we also refer to as Stokes equations, one obtains local thermal and electric currents on the black hole horizon, at the level of linear response, as functions of the applied DC sources. Furthermore, the total thermal and electric current fluxes at the horizon are not renormalised in the radial direction and hence one also obtains the total thermal current fluxes of the dual field theory and thus the DC conductivity matrix. The results of [11–13] have recently been used to obtain interesting bounds on DC conductivities [14,15].

We now elaborate a little further on several important aspects of the results of [11–13], focussing on static holographic lattices. Firstly, although not essential, it is helpful to introduce the DC sources via perturbations that are linear in time. This enables one to directly parametrise the thermal and electric DC sources using globally defined one-forms, rather than locally defined functions. This is helpful in constructing a globally defined bulk perturbation, and hence extracting the DC response. Such linear in time sources for a DC electric field and thermal gradient were first discussed in [8] and [16], respectively.

The second aspect we want to highlight is the result of [11] that the total thermal and electric current fluxes at the horizon are equal to the current fluxes at infinity. This was first observed for the special case of electric currents in the early paper [17], extending [18], but in a very simplified setting. In particular, the black holes of [17] did not incorporate momentum dissipation and the finite electric DC conductivity
arose because the background black holes were electrically neutral, giving rise to constant electric currents. In fact, the thermal DC conductivity, which was not discussed in [17], is infinite for these black holes. For general holographic lattices, both the electric and thermal currents have non-trivial spatial dependence and it is only the total current fluxes that are non-renormalised in moving from the horizon to the AdS boundary. This general result, articulated in [11], came in a series of stages, starting with studies of electric currents [8] and then for the more subtle case of thermal currents [16], both for Q-lattice examples, followed by electric and thermal currents for inhomogeneous holographic lattices, with momentum dissipation in one spatial dimension [7].

The non-renormalisation of the total current fluxes is widely referred to as a kind of membrane paradigm, following [17,18]. However, this is somewhat of a misnomer. A membrane paradigm, in this context, should determine the currents, or perhaps just the current fluxes, on the black hole horizon and hence the conductivity of the black hole horizon. However, for a general holographic lattice, _a priori_, it could have been the case that in order to obtain the current fluxes on the horizon, one would need to solve the full bulk equations of motion for the perturbation. If this was the case then one would not have been able to obtain the current fluxes of the dual field theory just from the horizon data and the notion of any kind of local membrane would be irrelevant. Happily this turns out not to be the case.

Indeed the third aspect we want to highlight, and logically distinct from the previous one, is that one can determine the currents at the horizon by solving a closed set of fluid equations, the Stokes equations, on the horizon [11]. The Stokes equations, which only involve a subset of the perturbation, can be obtained by considering a radial Hamiltonian decomposition of the bulk equations of motion and then imposing the constraint equations on a surface of constant radial coordinate, in the limit as one approaches the horizon. The fact that one has a closed set of equations on the horizon and that they arise from a set of constraint equations makes the result of [11] a version of the membrane paradigm, if one finds that terminology helpful. We also emphasise that this membrane paradigm is universal and makes no assumption about taking any hydrodynamic limit. It is a striking fact that solving a hydrostatic problem gives rise to exact statements about correlation functions in relativistic CFTs with momentum dissipation, without taking any hydrodynamic limit.

The two key stepping stones that led to the general result about Stokes equations were the results obtained for Q-lattice examples [8,16] followed by the results for the more involved example of an inhomogeneous holographic lattice with momentum dissipation in just one spatial direction [7]. In hindsight, the results of [7,16], which
were originally obtained by brute force, were possible because they are two cases in which the Stokes equations can be solved analytically. The Stokes equations also emphasise the fundamental role that is played by thermal currents in studying DC response. Indeed, even if one wants to obtain just a purely electric DC response in the field theory, in general one still must solve for both the thermal and electric currents at the horizon, in order to extract this information.

For the special classes of one-dimensional holographic lattices (i.e. there is only momentum dissipation in one spatial direction) and also for Q-lattices \[5\], the DC conductivity can be explicitly solved in terms of the horizon data \[11,13\]. For more general classes of lattices, there are two limiting situations where we can make some universal statements. The first limiting situation is associated with what have been called “perturbative lattices” and was discussed in \[11,12\]. The second, and in general distinct, limiting situation occurs in a long-wavelength, hydrodynamic limit and will be the main focus of this paper.

We first briefly discuss the perturbative lattices, which are associated with weak momentum dissipation, in order to contrast with the hydrodynamic limit. By definition, perturbative lattices can be constructed perturbatively about a translationally invariant black hole solution using a small amplitude deformation. For example, imagine starting with the AdS-Schwarzschild black brane solution or, if one wants to be at finite charge density, the AdS-Reissner-Nordström solution. These solutions are dual to translationally invariant CFTs with no momentum dissipation and hence have infinite DC thermal conductivity. We then deform the dual field theory by marginal or relevant operators that depend on the spatial coordinates of the CFT. It is assumed that the strength or amplitude of the deformation is fixed by a small dimensionless UV parameter \(\lambda\). On the other hand we make no restriction on how the UV deformation depends on the spatial coordinates, and so we allow deformations with arbitrary wave numbers \(k\). Generically, for small \(\lambda\), the UV deformation will not change the IR of the black hole geometry. As such the horizon geometry can be expanded perturbatively in \(\lambda\) about the flat horizon.

As shown in \[11,12\] one can then solve the Stokes equations on the horizon perturbatively in \(\lambda\) to obtain expressions for the currents and hence the DC conductivity. At leading order in the perturbative expansion the currents at the horizon are of order \(\lambda^{-2}\), which shows the DC response is parametrically large as expected for weak momentum dissipation. The leading order currents at the horizon are constant and by considering the full bulk perturbation one can further show that at leading order in \(\lambda\) the local currents of the dual CFT are also constant.

The final expressions for the currents depend on the corrections to the horizon
data at order $\lambda^1$. While these are not explicitly known in terms of the UV data, one can still obtain some additional general results for the DC conductivity. For example, for the case of perturbative lattices which have non-vanishing charge density at leading order, one should expand about the AdS-Reissner-Nordström (AdS-RN) solution. The conductivities are then all proportional to the same matrix, of order $\lambda^{-2}$, and as shown in [11,12], extending [16], this leads to a generalised Wiedemann-Franz law $\kappa/\sigma T = s^2/\rho^2$, as well as a simple expression for the Seebeck coefficient (thermopower) equal to $\alpha/\sigma = s/\rho$.

We now turn to the hydrodynamic limit of holographic lattices. We will study this in the context of holographic lattices in Einstein gravity without matter fields in arbitrary spacetime dimensions $D \geq 4$. As such our analysis is applicable to all CFTs in $D - 1$ spacetime dimensions which have a classical gravity dual. The deformed CFTs can either be viewed as arising from deformations associated with the stress-energy tensor operator or, equivalently, by placing the CFT on a curved geometry.

If we let $k$ be the largest wave number associated with the spatial deformations in the holographic lattice then we consider the hydrodynamic limit $\epsilon = k/T \ll 1$. In general this is distinct from the perturbative lattice. This can be seen from the following very explicit example. Consider a CFT at finite $T$ on a conformally flat spatial metric $h_{ij} = \Phi(x)\delta_{ij}$ with $\Phi(x) = \lambda \cos kx$. The perturbative lattice takes $\lambda \ll 1$ whereas the hydrodynamic limit takes $k/T \ll 1$. Note, however, that in both limits $\lambda \rightarrow 0$ and $\epsilon \rightarrow 0$ we end up with the AdS-Schwarzschild black brane.

A key simplification which we show occurs in the hydrodynamic limit is that the black hole horizon geometry can be simply expressed explicitly in terms of the UV data. Thus, to obtain the DC linear response we solve the Stokes equations on a geometry that is explicitly known. Furthermore, we will show that at leading in order in the perturbative expansion in $\epsilon$, the local thermal currents at the horizon that are not renormalised in moving to the boundary. In other words, by solving the Stokes equations on the horizon one obtains the leading order local currents that are produced by the DC source, at the level of linear response. The fact that there can be non-trivial local currents in the hydrodynamic limit at leading order should be contrasted with the constant currents in the perturbative lattices. Conversely,

---

1If the charge density vanishes at leading order then one should expand about the AdS-Schwarzschild solution. In this case the conductivity $\sigma$ will be of order $\lambda^0$.

2This result was also be obtained via memory matrix techniques in [19], building on [1].

3In the bulk we will take the limit $k/r_H \ll 1$, where $r_H$ is the radial location of the black hole. We can thus also consider the hydrodynamic limit as $k/s^{1/(D-2)} \ll 1$ where $s$ is the entropy density.
similar to the perturbative lattices, the thermal conductivity diverges like $\epsilon^{-2}$ at fixed $T$ as $\epsilon \to 0$ and we will see that the limit is again associated with weak momentum dissipation.

It is also interesting to develop the perturbative hydrodynamic expansion in more detail and we do this to determine the corrections of the thermal currents to the DC linear response that are sub-leading in $\epsilon$. In addition we will also show that it is possible to solve for the full radial dependence of the leading order bulk, linearised perturbations after applying a DC thermal source. This allows us to extract expressions not only for the local thermal currents but also for the full linearised stress tensor of the boundary theory as a function of the applied DC thermal source. As one might expect, the stress tensor takes the form of constitutive relations for a forced fluid and after imposing the Ward identities one obtains, at leading order in the $\epsilon$ perturbative expansion, the non-relativistic Stokes equations. The calculation also indicates how the sub-leading corrections to the stress tensor, perturbative in $\epsilon$, can be obtained in terms of solutions to the Stokes equations on the horizon geometry, which is also expanded in $\epsilon$. As we shall see, our results also reveal a subtle interplay between sub-leading corrections in the perturbative expansion, solutions of the Stokes equations and regularity of the bulk perturbation at the horizon.

It is natural to ask how our results relate to work on fluid-gravity \cite{20} which relates perturbative solutions of gravity equations to hydrodynamic equations. In particular, CFTs on curved manifolds have been studied in the context of theories of pure gravity from a fluid-gravity perspective in \cite{21}. Using a Weyl covariant formalism a hydrodynamic expansion ansatz for the bulk metric was presented. The ansatz gives rise to boundary stress tensor which, when the Ward identities are imposed, leads to perturbative solutions of the bulk Einstein equations. One might expect our perturbative expansion in $\epsilon$, driven by the linearised DC source is a special case of the expansion in \cite{20}. However, we show that off-shell, i.e. without imposing the Ward identities, the expansions differ, but they do agree on-shell. The origin of this difference seems to be related to the fact that we use Schwarzschild type coordinates (as in the hydrodynamic expansion of \cite{22} in a different context) and impose the Ward identities at the black hole horizon (which are the Navier-Stokes equations), while \cite{20} uses Eddington-Finklestein type coordinates and imposes the Ward identities at the AdS boundary.

Before concluding this introduction we note that there have been various other studies of hydrodynamics in the context of momentum dissipation in holography, including \cite{23,29}. We highlight that a fluid gravity expansion was developed in \cite{27,28} for the special sub-class of holographic lattices with spatial translations broken by
bulk massless axion fields that depend linearly on the spatial coordinates. We also note that general results on hydrodynamic transport for quantum critical points have been presented in, for example, [30–33]. In contrast to the approach of [32] we will see that within holography in the hydrodynamic limit we need to solve covariantised Navier-Stokes equations with constant viscosity.

2 Holographic lattices in the hydrodynamic limit

In the bulk of this paper we consider theories of pure gravity in $D$ bulk spacetime dimensions with action given by

$$S = \int d^D x \sqrt{-g} [R + (D - 1)(D - 2)].$$

(2.1)

We have set $16\pi G = 1$ for simplicity. We have also chosen the cosmological constant so that a unit radius $AdS\ D$ spacetime solves the equations of motion. The holographic lattice solutions which we study are static black holes that lie within the ansatz:

$$ds^2 = -UG\ dt^2 + \frac{F}{U}\ dr^2 + g_{ij}\ dx^i\ dx^j.$$  

(2.2)

Here $G, F$ and the $d = (D - 2)$-dimensional spatial metric, $g_{ij}$, can depend on both the radial coordinate $r$ and the spatial coordinates of the dual field theory, $x^i$. The function $U$ is a function of $r$ only, and is also included for convenience. Thus,

$$G = G(r, x), \quad F = F(r, x), \quad g_{ij} = g_{ij}(r, x), \quad U = U(r).$$

(2.3)

We assume that the solutions have a single black hole Killing horizon located at $r = r_H$. It will be helpful to introduce another radial coordinate $\rho = r/r_H$, so that the horizon is located at $\rho = 1$, and choose

$$U = r_H^2\ \rho^2\ u(\rho), \quad u(\rho) = 1 - \rho^{1-D}.$$  

(2.4)

The temperature of the black hole is given by $4\pi T = (D - 1)\ r_H$ and we note that regularity of the metric at the horizon imposes the condition $F|_{\rho=1} = G|_{\rho=1}$.

The $AdS$ boundary is located at $r \to \infty$ where we demand that

$$G \to h_{tt}(x), \quad g_{ij} \to r_H^2\ \rho^2\ h_{ij}(x),$$

(2.5)

corresponding to studying the dual CFT on the curved background with metric $ds^2 = -h_{tt}dt^2 + h_{ij}dx^i\ dx^j$. Equivalently, we are considering the CFT with deformations of the stress tensor with sources parametrised by $h_{tt}$ and $h_{ij}$. We will focus on cases
in which the spatial sections, parametrised by the $x^i$ are non-compact with planar topology. Furthermore, we assume the deformations are periodically modulated in the spatial directions with associated wave numbers in the $x^i$ direction to be an integer multiple of a minimum $2\pi/L^i$. Effectively, this means that we can take the $x^i$ to parametrise a torus with $x^i \sim x^i + L^i$.

To obtain these holographic lattice solutions one needs to solve the non-linear PDEs subject to these boundary conditions. Some explicit examples have appeared in [24,34] with the construction in [34] exploiting a residual symmetry leading to solving a system of ODEs. In this paper we will be interested in studying the hydrodynamic limit of these solutions. More precisely if we suppose $k$ is the largest wave number associated with the spatial deformations then we are interested in studying the limit $\epsilon \equiv k/T << 1$. Equivalently, for these black holes we can consider the limits $k/r_H << 1$ or $k/s^{1/(D-2)}$ where $s$ is the entropy density. In fact, when solving the bulk equations of motion the latter are more natural.

By directly solving Einstein equations we find that the leading order solution is given by

$$ds^2 = \frac{(1 + \rho\partial_\rho \ln w)^2}{\rho^2 u(w\rho)} d\rho^2 + r_H^2 \rho^2 \frac{w^2}{h_{tt}(x)} \left[-u(w\rho)h_{tt}(x)dt^2 + h_{ij}(x)dx^i dx^j\right], \quad (2.6)$$

with $w(\rho,x)$ an arbitrary function satisfying

$$w(\rho,x) \to 1, \quad \rho \to 1,$$

$$w(\rho,x) \to [h_{tt}(x)]^{1/2}, \quad \rho \to \infty. \quad (2.7)$$

This solution solves the Einstein equations in the limit of ignoring spatial derivatives. It should be viewed as the leading term in an asymptotic expansion in $\epsilon$, where have neglected corrections of order $\epsilon^2$ as well as corrections that are non-perturbative in $\epsilon$.

For the remainder of the paper we will focus on the case with $w = 1$ and hence consider the leading order solution given by

$$ds^2 = \frac{d\rho^2}{\rho^2 u(\rho)} + r_H^2 \rho^2 \left[-u(\rho)dt^2 + h_{ij}(x)dx^i dx^j\right]. \quad (2.8)$$

This corresponds to setting $h_{tt} = 1$ and hence studying the dual CFT on the metric $ds^2 = -dt^2 + h_{ij}(x)dx^i dx^j$. In fact this is almost without loss of any generality. Indeed we can incorporate a non-vanishing $h_{tt}$ by simply performing a Weyl transformation of this boundary metric. Since we are considering CFTs the physics will be the same with the exception that in the case of odd $D$, i.e. when the CFT is in even spacetime dimensions, for certain metrics we will need to take into account the conformal anomaly, which will, in any case, be a sub-leading effect in $\epsilon$. 
Notice that the leading order solution (2.8) is just the standard \( AdS_D \) black brane solution but with the flat metric on spatial sections, \( \delta_{ij} \), replaced with the metric \( h_{ij} \), which parametrises the UV deformations of the dual CFT. A corollary, which will be important in the following, is that the metric on the black hole horizon is given by \( r_H^2 h_{ij}(x^i)dx^i dx^j \), at leading order in the \( \epsilon \) expansion. This accords with the intuition that at high temperatures the black hole horizon is approaching the AdS boundary.

It is straightforward to show that (2.8) solves the Einstein equations, to leading order, after using radial coordinate \( \rho \) and taking the limit \( k/r_H \to 0 \). A simple way to derive (2.6) from (2.8) is to simply rescale the radial coordinate, \( \rho \to w \rho \). If \( w \) was a constant this would give a constant rescaling of the boundary metric. Taking \( w \) to be a function of \( (\rho, x) \) satisfying (2.7) leads to a Weyl transformation of the boundary metric at leading order in the hydrodynamic limit. In particular this transformation introduces a \( dpdx^i \) cross term of order \( \epsilon \), but after suitably shifting the \( x^i \) coordinates one obtains the solution (2.6) dropping just \( \epsilon^2 \) corrections (of the corrections that are polynomial in \( \epsilon \)). In general, from (2.6) we see that the metric on the black hole horizon in the hydrodynamic limit is given by

\[
[2.9] ds^2_H = r_H^2 \frac{h_{ij}}{h_{tt}} dx^i dx^j.
\]

In particular, we emphasise that it is invariant under Weyl transformations of the boundary metric \( h_{\mu\nu} \to e^\gamma h_{\mu\nu} \).

### 3 Thermal currents from a DC source

The linear response that arises from the application of a DC thermal gradient can be calculated within holography by studying a suitable linearised perturbation of the gravitational background. We first review some of the key results of \([11–13]\), applicable to all holographic lattices, before turning to the long wavelength limit. In particular, we show how the local thermal currents can be obtained at leading order in the hydrodynamic limit.

#### 3.1 Review of general DC response via Stokes equations

As first discussed in \([16]\) it is convenient to introduce the DC source by considering the following linearised perturbation about the general background holographic lattice geometry given in (2.2) via:

\[
\delta ds^2 = -2UGt_\zeta dt dx^i + \delta g_{\mu\nu} dx^\mu dx^\nu,
\]

(3.1)
where $x^\mu = (t, r, x^i)$. The key piece here is the linear in time source that is parametrised by the one-form $\zeta \equiv \zeta_i(x) dx^i$, which just depends on the spatial coordinates and is closed $d\zeta = 0$. It is important to emphasise that $\zeta$ is a globally defined one-form on the boundary spacetime and can easily be shown to parametrise a thermal gradient. Indeed if we write $\zeta = d\phi(x)$, for some locally defined function $\phi(x)$, after making the coordinate transformation $t \to t(1 - \phi)$ the linear perturbation appears in the perturbed metric as

$$ds^2 + \delta ds^2 = -(1 - \phi)^2 U G dt^2 + \frac{F}{U} dr^2 + g_{ij} dx^i dx^j + \delta g_{\mu\nu} dx^\mu dx^\nu,$$

and locally, we identify $\phi(x) = -\ln T(x)$ so that $\zeta = -T^{-1} dT$. One might consider, for example, $\phi(x) = \bar{\zeta}_i x^i$, with $\bar{\zeta}_i$ constant, and then we have $T^{-1} \partial_i T = -\bar{\zeta}_i$.

The remaining part of the perturbation, $\delta g_{\mu\nu}(r, x)$, is whatever is required in order to get a consistent set of equations. The perturbation components $\delta g_{\mu\nu}$ are taken to be globally defined functions of the spatial coordinates. They are chosen to suitably fall off fast enough at the AdS boundary to ensure that the only source being applied is parametrised by $\zeta$. The boundary conditions of $\delta g_{\mu\nu}$ at the black hole horizon are chosen so that the full perturbation given in (3.1) is regular. It is worth commenting that a helpful aspect of working with the globally defined one-form and time coordinate as in (3.1) is that it makes it clear that $\delta g_{\mu\nu}(r, x)$ should be globally defined functions. Indeed, a priori, it is not clear what conditions one should impose on the spatial dependence of the perturbations $\delta g_{\mu\nu}$ in (3.2) given the presence of the locally defined function $\phi$.

Following [11,12] we introduce the bulk thermal current density, $Q^i(r, x)$, depending on both the radial direction and the spatial directions of the field theory, defined by

$$Q^i(r, x) \equiv \frac{G^{3/2} U^2}{F^{1/2}} \sqrt{g_d} g^{ij} \left( \partial_r \left( \frac{\delta g_{jt}}{GU} \right) - \partial_j \left( \frac{\delta g_{rt}}{GU} \right) \right),$$

where $\sqrt{g_d}$ refers to the volume element of the $d$-dimensional spatial metric $g_{ij}(r, x)$ in (2.2). By evaluating this at the AdS boundary we obtain

$$Q_{QFT}^i(x) \equiv \lim_{r \to \infty} Q^i(r, x),$$

where $Q_{QFT}^i(x)$ is the local thermal current density of the dual quantum field theory given by the stress-tensor, $Q_{QFT}^i(x) = -\sqrt{h} T^i_t(x)$, which is induced by the DC
thermal gradient. We also define the local currents at the black hole horizon via
\[ Q^i_{BH}(x) \equiv \lim_{r \to r_H} Q^i(r, x). \] (3.5)

It was shown in [11,12] that the bulk thermal currents satisfy a differential equation which can be integrated in the radial direction leading to the following important relation:
\[ Q^i_{QFT} = Q^i_{BH} - \partial_j \int_{r_H}^{\infty} dr \left( (GF)^{1/2} \sqrt{g_d} i^k \frac{g^dj}{G} \left( (UG) \partial_k \left( \frac{\delta g_{it}}{GU} \right) - k \leftrightarrow l \right) \right). \] (3.6)

Notice that the second term on the right hand-side of this expression is a magnetisation current and is trivially conserved.

Next, in a radial Hamiltonian formulation of the equations of motion, by evaluating the constraints at the black hole horizon, one can show that a subset of the perturbation is governed by a system of forced linearised Navier-Stokes equations, also called Stokes equations, on the horizon:
\[ -2 \nabla^H \nabla^H (i v_j) = 4\pi T \zeta_j - \partial_j p, \quad \nabla^H v^i = 0, \] (3.7)
where
\[ v_i = -\delta g_{it}|_{H}, \quad p = -\left( \delta g_{rt} \frac{4\pi T}{G} \delta g_{ij} \nabla_j \ln G \right)|_{H}, \] (3.8)
and here \( \nabla^H \) is the Levi-Civita connection associated with spatial metric on the horizon \( g_{ij}|_{H} \). Furthermore, the local thermal currents on the horizon are given by
\[ Q^i_{BH} = 4\pi T \sqrt{g_d}|_{H} g^j_{ij} v_j. \] (3.9)

It should be emphasised that, in general, the fluid on the horizon is an auxiliary fluid and only indirectly related to observables in the boundary CFT. If we solve the Stokes equations on the horizon geometry, we obtain the local thermal currents \( Q^i_{BH}(x) \) from (3.9). We can then obtain the physical local thermal currents \( Q^i_{QFT}(x) \) from (3.6), but only if we have solved the full radial dependence of the perturbation in the bulk.

However, still quite generally, if we have solved the Stokes equations we can easily obtain the total current flux \( \bar{Q}^i_{QFT} \) and hence the DC thermal conductivity matrix defined via \( Q^i_{QFT} = T \kappa^i_{ij} \zeta_j \). To see this we define the total current flux, or equivalently, the zero mode of the current, via
\[ \bar{Q}^i_{QFT} \equiv \int Q^i_{QFT}, \] (3.10)
where \[ \bar{\int} \equiv (\Pi_i L_i)^{-1} \int \Pi_i dx^i \] refers to an average integral over a period in the spatial directions. Defining \( \bar{Q}^i_{BH} \) in a similar way, we can immediately deduce from (3.6) that \( \bar{Q}^i_{QFT} = \bar{Q}^i_{BH} \).

### 3.2 DC thermal current response for \( k/T << 1 \)

We now consider the universal results for holographic lattices that we just summarised in the context of the hydrodynamic limit. We will consider boundary metric given by \( ds^2 = -dt^2 + h_{ij}(x)dx^i dx^j \). There are two key simplifications.

The first is that when \( \epsilon = k/T << 1 \) the black hole horizon metric can be expressed explicitly in terms of the physical UV deformation of the dual CFT. Indeed from the leading order form of the solution given in (2.8) we deduce that the black hole horizon metric is given by \( r_H^2 h_{ij} dx^i dx^j \), where \( h_{ij}(x) \) is the UV deformation of the dual CFT. Thus, we know the explicit geometry for which we need to solve the Stokes equations (3.7) in order to obtain the local currents on the black hole horizon \( Q^i_{BH}(x) \).

The second simplification is that the second term on the right hand side of (3.6) will be suppressed by order \( \epsilon^2 \) and hence, at leading order, we deduce that the local currents at the horizon are the same as those in the dual field theory:

\[
Q^i_{QFT}(x) = Q^i_{BH}(x) + \mathcal{O}(\epsilon^2) .
\]

(3.11)

Putting these two facts together we draw the following important conclusion. Consider a holographic lattice describing a CFT on a curved manifold with arbitrary spatial metric \( h_{ij}(x) \). After applying a DC thermal source, parametrised by the closed one-form \( \zeta \), at leading order in \( \epsilon \) we can obtain the local thermal currents \( Q^i_{QFT}(x) \) of the dual field theory by solving the Stokes equations (3.7) using the metric \( r_H^2 h_{ij} dx^i dx^j \) where \( r_H = 4\pi T/(D - 1) \). In the next section we will show how to obtain the full stress tensor of the fluid can be obtained at leading order in \( \epsilon \).

It is worth highlighting that in the hydrodynamic limit we are therefore solving the covariantised Navier-Stokes equations with metric \( r_H^2 h_{ij} dx^i dx^j \) and with constant viscosity given by \( \eta = r_H^{D-2} \). This should be contrasted with the speculation in section 4 of [32] that within holography one should consider spatially dependent viscosity and a conformally rescaled metric on the horizon. In fact it is also worth recalling here a point made earlier that a Weyl transformation of the boundary metric \( h_{\mu\nu} \) leads to the same black hole horizon metric, as we see from (2.9).

---

6This way of defining the zero modes is widely used. One could also define them by averaging with \( \int \Pi_i dx^i \sqrt{h} \).
We conclude this section by deriving the scaling behaviour of the thermal conductivity in the hydrodynamic limit. We can remove all dimensionful quantities from the Stokes equations by scaling \( \hat{x} = kx \), \( \hat{p} = kp \), \( \hat{\zeta} = T\zeta \) and \( \hat{v}^i = k^2 h^{ij}v_j \). Indeed the Stokes equations (3.7) can then be written in terms of the hatted variables as well as the UV metric deformation \( h_{ij} \). We thus deduce that \( \hat{v}^i \) is related to \( \hat{\zeta}_i \) via a dimensionless matrix. From (3.9), and recalling that the metric on the horizon is \( r_H^2 h_{ij} dx^i dx^j \), we deduce that the heat current scales as scaling \( Q^i_{QFT} \propto T^{D-1}/k^2 \sqrt{h} \hat{v}^i \) and thus we deduce that in the hydrodynamic limit we have 7.

\[
\kappa \propto \frac{s}{T\epsilon^2}, \tag{3.12}
\]

where \( s \propto T^{D-2} \) is the entropy density. Clearly at fixed \( T \), this is parametrically large as \( \epsilon \to 0 \) as one expects for weak momentum dissipation.

4 The full perturbation for the thermal DC source

In this section we examine the full perturbation that is induced by the thermal DC source for a holographic lattice in the hydrodynamic limit \( \epsilon = k/T << 1 \). This will allow us to obtain not only the local heat currents that are produced but also the full local stress tensor of the dual field theory. In addition, this analysis will display in more detail the structure of the perturbative expansion in \( \epsilon \).

The strategy is to first solve the full radial dependence of the linearised perturbation about the background geometry that is associated with a DC thermal source parametrised by the closed one-form \( \zeta \). At leading order in \( \epsilon \) we obtain a local stress tensor that takes the form of constitutive relations for a fluid. Imposing the boundary Ward identities, or equivalently the constraint equations with respect to a radial Hamiltonian decomposition, then implies that the stress tensor satisfies the Stokes equations given in (3.7). The details of how the perturbation scales with \( \epsilon \) is somewhat subtle as we shall see.

4.1 The thermal gradient source on the boundary

We begin by considering a static boundary metric of the form \( ds^2 = -dt^2 + h_{ij}(x)dx^i dx^j \), where the spatial metric \( h_{ij}(x) \), which depends periodically on the spatial coordinates

\[ \text{In [12] it was shown how one can solve the Stokes equations explicitly and hence obtain the thermal conductivity } \kappa^{ij}, \text{ for all temperatures, if the metric deformation } h_{ij} \text{ only depends on one of the spatial coordinates. From the formulae in [12], one can check that the high temperature limit of the result for } \kappa \text{ is indeed of the form (3.12).} \]
$x^i$, parametrises the holographic lattice. As above, the thermal gradient source can be introduced by writing $\zeta = d\phi(x)$, for some locally defined function $\phi(x)$, and then considering the perturbed boundary metric:

$$ds^2 = -(1 - \phi)^2 dt^2 + h_{ij} dx^i dx^j.$$  \hfill (4.1)

We identify $\phi(x) = -\ln T(x)$ so that $\zeta = -T^{-1} dT$. If we make the coordinate transformation $t \rightarrow t + t\phi(x)$ we obtain

$$ds^2 = -dt^2 + h_{ij} dx^i dx^j - 2t\zeta_i dx^i dt,$$  \hfill (4.2)

and we see the ‘linear in time source’. Note that the perturbed metric is now expressed in terms of the globally defined one-form $\zeta$ and not the locally defined function, $\phi(x)$.

In carrying out the calculations presented below, we found it convenient to work with a Weyl transformed version of this metric, with Weyl factor given by $(1 + p/(4\pi T))^2$ where $p(x)$ is a globally defined (periodic) function. At linearised order, we therefore consider

$$ds^2 = (1 + 2p/4\pi T)[dt^2 + h_{ij} dx^i dx^j] - 2t\zeta_i dx^i dt.$$  \hfill (4.3)

If we now employ the additional coordinate transformation $t \rightarrow t(1 - p/(4\pi T))$ we obtain

$$ds^2 = -dt^2 + (1 + 2p/4\pi T)h_{ij} dx^i dx^j - 2t(\zeta_i - (4\pi T)^{-1}\partial_i p) dx^i dt.$$  \hfill (4.4)

An appealing feature of using these coordinates is that the thermal gradient source is now appearing in the combination $\zeta_i - (4\pi T)^{-1}\partial_i p$, as in the Stokes equations (3.7).

We will employ one further coordinate change by taking $x^i \rightarrow x^i - th^{ij} \xi_j$, where $\xi_j = \xi_j(x)$, to finally write the perturbed metric in the form

$$ds^2 = -dt^2 + h_{ij} dx^i dx^j - 2t(\zeta_i - (4\pi T)^{-1}\partial_i p) dx^i dt$$

$$- 2(\xi_j dt + t \nabla_i(\xi_j) dx^i) dx^j + 2p/4\pi T h_{ij} dx^i dx^j.$$  \hfill (4.5)

Despite obscuring the fact that the perturbation corresponds to a simple thermal gradient, we found this way of writing things helpful in extending the perturbation into the bulk as we discuss next.

### 4.2 The linearised perturbation: solving the radial equations

Writing the source on the boundary in the form given in (4.5) is rather non-intuitive. However, it has two virtues when we extend it into the bulk. The first is that it
allows us to work in a radial gauge with $\delta g_{rt} = \delta g_{ri} = 0$. The second is that it helps to obtain a perturbation that is regular at the black hole horizon.

Recall from section 2 that the leading order bulk background solution, at leading order in $\epsilon$, with boundary metric $ds^2 = -dt^2 + h_{ij}dx^i dx^j$, is given by

$$
\delta ds^2 = \frac{d\rho^2}{\rho^2 u(\rho)} + r_H^2 \rho^2 \left[ -u(\rho) dt^2 + h_{ij}(x^i) dx^i dx^j \right].
$$

(4.6)

Furthermore, this has corrections at order $\epsilon^2$. We begin by considering the following bulk linearised perturbation that is induced by the applied source $\zeta_i(x)dx^i$:

$$
\delta ds^2 = -2 r_H^2 \rho^2 u \left[ \zeta_i - (4\pi T)^{-1} \partial_i p \right] dx^i dt
$$

(4.7)

$$
-2 r_H^2 \rho^2 (\zeta_j dt + t \nabla_j(\zeta_j) dx^i) dx^j
$$

(4.8)

$$
+ r_H^2 \rho^2 2 \frac{p}{4\pi T} h_{ij} dx^i dx^j
$$

(4.9)

$$
-2(\rho^3 - D V_j + \ldots) dx^j dt
$$

(4.10)

$$
+ \rho^2 \ln \frac{u}{4\pi T} s_{ij} dx^i dx^j.
$$

(4.11)

Here $p$, $\xi_i$, $V_i$, and $s_{ij}$ are all periodic functions of the boundary spatial coordinates $x^i$. In this section we will raise and lower indices using the UV boundary metric $h_{ij}$ and $\nabla$ is the associated Levi-Civita connection. We also assume that $h^{ij} s_{ij} = 0$.

We claim that each of the five lines separately solves the radial equations of motion arising in the Einstein equations at leading order in $\epsilon$, with corrections to each line of order $\epsilon^2$. However, an important subtlety, which we will carefully discuss in more detail, is that to ensure the perturbation is well defined at the black hole horizon when we consider these perturbations altogether, we will have to determine the order in the $\epsilon$ expansion at which the various terms in (4.7)-(4.11) first appear.

We now discuss the various terms in more detail. The first three lines (4.7)-(4.9) are the radial extensions of the boundary source terms that we discussed in (4.5). The first line (4.7) is almost the standard linear in time perturbation of the metric that we saw in (3.1). By shifting the time coordinate one can then easily show that this solves the Einstein equations, with corrections of order $\epsilon^2$. Notice that $\zeta_i - (4\pi T)^{-1} \partial_i p$ appears rather than just $\zeta_i$ as in (3.1). This change, which is associated with our source terms given in (4.5), allows us to work in a radial gauge.

The second line (4.8) can locally be generated from the background solution (4.6) via the coordinate transformation

$$
x^i \rightarrow x^i - t h^{ij} \xi_j,
$$

(4.12)

and it therefore satisfies, trivially, the equations of motion, with corrections of order $\epsilon^2$. The third line (4.9) can also be generated from the background solution (4.6).
Indeed the spatial metric in (4.6) was arbitrary and so the perturbation (4.9) is simply obtained by taking $h_{ij} \rightarrow (1 + 2\frac{p_\rho}{4\pi T})h_{ij}$.

Having explained how the source terms given in (4.5) extend into the bulk, we now discuss the last two lines (4.10), (4.11), which are needed in order to obtain a consistent perturbed metric. Neither of these lines are associated with source terms in the boundary theory; instead they are associated with the response to the DC thermal gradient. Both (4.10) and (4.11) are solutions of Einstein’s equations at leading order in $\epsilon$. We will discuss (4.10) in detail in appendix A since, as we discuss below, sub-leading corrections to this perturbation will play an important role when we analyse regularity of the perturbation at the black hole event horizon. We have explicitly added the dots in (4.10) to emphasise this point.

For the line (4.11) one requires the condition $h^{ij}s_{ij} = 0$ and, ignoring spatial derivatives of $s_{ij}$, one finds the given radial dependence after solving the $ij$ component of the Einstein equations. Indeed if we consider the ansatz $\delta s^2 = A(\rho)s_{ij}(x)$ then we find that the function $A(\rho)$ satisfies

$$\partial_\rho [\rho^D u \partial_\rho (\rho^{-2}A)] = 0,$$

and we have chosen the solution $A \propto \rho^2 \ln u$ in order that it has no source at infinity. Corrections are again of order $\epsilon^2$.

Let us now examine the behaviour of the perturbed metric at at the AdS boundary and at the black hole horizon. It is clear by construction that as we approach the AdS boundary at $\rho \rightarrow \infty$, the perturbation (4.7)-(4.11) gives rise to precisely the source terms in (4.5), associated with a thermal gradient parametrised by the closed one-form $\zeta$.

To examine the issue of regularity on the horizon, located at $\rho = 1$, we employ the Eddington-Finklestein ingoing coordinate $v \sim r_H(t + \ln u/(4\pi T))$. We find that we should impose

$$\xi_j = -r_H^{-2}V_j, \quad s_{ij} = 2\nabla_i(V_j),$$

and, after recalling that we imposed $h_{ij}s_{ij} = 0$, the latter implies the incompressibility condition $\nabla_iV^i = 0$. After making these identifications we see that the metric is almost regular at the horizon, but there is a remaining singular term of the form

$$-2r_H \frac{\ln u}{4\pi T} (\zeta_i - (4\pi T)^{-1} \partial_i p) dx^i d\rho,$$

as $\rho \rightarrow 1$.

Before returning to this crucial issue we see that writing the boundary metric in the form (4.5), which arose from a boundary coordinate transformation, implies
that additional modes had to be activated in the bulk, namely (4.10) and (4.11) with (4.14), in order to get a regular perturbation at the horizon. A closely related fact is that the boundary coordinate transformation leading to (4.5) can be extended smoothly into the bulk. Specifically, consider the bulk coordinate transformations

\[ t \rightarrow t \left(1 + \frac{4\pi T}{r_H} \right)^{-1} + g(\rho, x^i), \]
\[ x^i \rightarrow x^i + t h^{ij} \xi_j + g^i(\rho, x^i). \] (4.16)

acting on the perturbed metric (4.6) combined with (4.7)-(4.11). If \( g \) and \( g^i \) vanish fast enough as \( \rho \rightarrow \infty \) the conformal boundary will be given in the form (4.3).

Furthermore, the coordinate transformations are smooth as we approach the horizon, provided that we choose \( g(\rho, x^i) \rightarrow p \ln \left(\frac{4\pi T}{8\pi T}\right) \) and \( g^i(\rho, x^i) \rightarrow h^{ij} \xi_j \ln \left(\frac{4\pi T}{8\pi T}\right) \) as \( \rho \rightarrow 1 \).

We now return to the remaining divergence (4.15) at the horizon. To cancel this it is necessary to consider sub-leading terms in the expansion in \( \epsilon \), both for the background and for the perturbation. As we discuss in more detail in appendix A, there is a delicate cancelation between the sub-leading terms in the \( \epsilon \) expansion of (4.10) (denoted by dots) and (4.15). We find that regularity of the perturbation at the horizon implies that the leading order pieces of the perturbation have a dependence on \( \epsilon \) given by

\[ V_i(x) = \epsilon^{-2} v_i^{(0)}(x), \]
\[ p(x) = \epsilon^{-1} p^{(0)}(x), \] (4.17)

with \( v_i^{(0)} \) and \( p^{(0)} \) the same order as \( 4\pi T \zeta_i \). We emphasise that this behaviour is fixed by regularity at the horizon.

Furthermore, the first line (4.7) and the fourth line (4.10) of the perturbation read

\[ \delta s^2 = -2 \frac{r_H^2}{(4\pi T)^2} u t (\zeta - (4\pi T)^{-1} \epsilon^{-1} \partial_i p^{(0)}) dx^i dt + 2 \epsilon^{-2} \rho^{3-D} (v_i^{(0)}(x) + \epsilon V_i^{(2)}(\rho, x)) dx^i dt, \] (4.18)

where an explicit expressions for \( V_i^{(2)}(\rho, x) \) is given in appendix A (see (A.27)). Note that we have only explicitly written the one sub-leading term, \( V_i^{(2)} \), which is relevant to the discussion here. As we approach the horizon the sub-leading term behaves as

\[ V_i^{(2)}(\rho, x) \rightarrow \frac{r_H^2}{(4\pi T)^2} u \log(\rho - 1) \left( -\frac{2}{(\epsilon r_H)^2} \nabla^i \nabla_{(i} v_j^{(0)} \right), \quad \rho \rightarrow 1. \] (4.19)

We now see that the singular term (4.15) in the combined perturbation, arising from the first line in (4.18), is cancelled by the sub-leading term in the second line of (4.18) providing that \( v_i^{(0)} \) satisfies the Stokes equations,

\[-\frac{2}{(\epsilon r_H)^2} \nabla^i \nabla_{(i} v_j^{(0)} = 4\pi T \zeta_j - \epsilon^{-1} \partial_j p^{(0)}. \] (4.20)
It is satisfying to see that these equations are none other than the leading order expansion in $\epsilon$ of (3.7), where we should recall that the black hole horizon metric is given, at leading order in $\epsilon$, by $(r_H)^2 h_{ij} dx^i dx^j$. We thus conclude that there is a subtle interplay between sub-leading terms in the expansion, regularity of the perturbation at the horizon and the Stokes equations.

4.3 The boundary stress tensor

We now calculate the holographic stress tensor for the dual field theory at leading order in the $\epsilon$ expansion. We also present the sub-leading contributions to the local heat current, based on the calculations carried out in appendix A.

We will express the result for the stress tensor in the coordinates and Weyl frame for the boundary metric given by

$$ds^2 = -dt^2 + h_{ij} dx^i dx^j - 2t \zeta_i dx^i dt.$$  \hspace{1cm} (4.21)

To achieve this we first carry out the coordinate transformations\(^8\)

\begin{align*}
t &\to t (1 + (4\pi T)^{-1} p), \\
x^i &\to x^i + t h^{ij} \xi_j. \hspace{1cm} (4.22)
\end{align*}

This leads to a perturbed metric which asymptotes to the boundary metric in (4.3) with an overall Weyl factor given by $(1 + \frac{2p}{4\pi T})$. We can move to Fefferman-Graham type coordinates, which are a slight modification of those for AdS-Schwarzschild, and also eliminate the boundary Weyl factor, via

\begin{align*}
\rho &= \frac{(1 + \frac{1}{2}[r_H z(1 + (4\pi T)^{-1} p)]^{D-1})^{\frac{1}{D-1}}}{r_H z(1 + (4\pi T)^{-1} p)}, \\
\approx &\frac{1}{r_H z(1 + (4\pi T)^{-1} p)} \left(1 + \frac{1}{2(D - 1)} [r_H z(1 + (4\pi T)^{-1} p)]^{D-1}\right), \quad \rho \to \infty. \hspace{1cm} (4.23)
\end{align*}

In these coordinates we have $g_{zz} = 1/z^2$ and the AdS boundary is now located at $z = 0$. Note that to the order in $\epsilon$ we are working with, we can drop spatial derivatives of $p$. The boundary conformal metric is now given by (4.21) and by determining the terms with factors $z^{D-3}/(D - 1)$ a consideration of [35] then implies that the stress

---

\(^8\)Note that since we are only interested in the boundary expansion here we don’t need to consider the $g$ and $g^i$ terms in (4.16).
Recall from our discussion above that $V_i = \epsilon^{-2} v_i^{(0)}(x)$, $p = \epsilon^{-1} p^{(0)}(x)$ and we recall that $r_H = 4\pi T/(D - 1)$. Clearly the perturbed stress tensor takes the form of constitutive relations for a fluid with source parametrised by $\zeta_i$. We should also note that we have already imposed the incompressibility condition $\nabla_i V^i = 0$.

When the constraint equations, in a radial Hamiltonian decomposition of Einstein equations, are imposed at the AdS boundary they imply that the stress tensor is traceless, $T_{\mu\mu} = 0$, and also satisfies the Ward identity $\nabla_\mu T^{\mu\nu} = 0$, both with respect to the deformed boundary metric (4.21). The first of these is already satisfied due to the incompressibility condition

$$\nabla_i V^i = 0,$$

and the second gives rise to the linearised Navier-Stokes equations:

$$-\frac{2}{(r_H)^2} \nabla_i \nabla_j (i V^i) = 4\pi T \zeta_j - \partial_j p. \tag{4.26}$$

exactly as in (4.20).

To summarise, at leading order in the $\epsilon$ expansion, after applying a DC thermal gradient source parametrised by the closed one-form $\zeta$, we can obtain the full, local stress tensor response, given in (4.24), after solving the Stokes equations (4.26) on the curved manifold with metric $h_{ij}$. Notice, in particular, from the expression for the stress tensor given in (4.24) we find that the local heat current of the dual field theory is given by

$$Q_{QFT}^i = -\sqrt{h} T^i_t,$$

$$= 4\pi T r_H^{D-4} \sqrt{h} h^{ij} V_j,$$

$$= 4\pi T r_H^{D-4} \epsilon^{-2} \sqrt{h} h^{ij} v_j^{(0)}, \tag{4.27}$$

where the index was raised using the inverse of the perturbed metric (4.21). This is just the local heat current on the horizon given in (3.9) and hence we have demonstrated that to leading order $Q_{QFT}^i (x) = Q_{BH}^i (x)$ as stated in (3.11).

In the previous sub-section we discussed how certain sub-leading terms in the $\epsilon$ expansion are required to cancel divergences at the horizon. In appendix A we show
that these lead to the following sub-leading contribution to the heat currents:

\[ Q^i_{QFT} = Q^i_{BH} + r_H^{D-3} (\epsilon r_H)^{-2} \sqrt{\rho} \nabla_k \nabla^k [v^i v^j] \cdot (\epsilon r_H) \nabla^k \nabla_k [v^i v^j] . \]  

(4.28)

Observe that the last term on the right hand side is order \( \epsilon^0 \) because of the two spatial derivatives and hence is lower order. Also notice that the last term on the right hand side of (4.28) is a total derivative (a magnetisation current, in fact) and hence this result is clearly consistent with the universal result of [11] that the total heat current flux of the field theory is always the same as the total heat current flux on the boundary, \( Q^i_{BH} = Q^i_{QFT} \).

5 Comparison with fluid-gravity approach

In this section we would like to compare our linearised expansion of the response to a DC source with the fluid-gravity approach discussed in [21].

We begin by recalling that our regular solution is given by

\[ ds^2 = r_H^2 \rho^2 \left[ -\frac{u}{\ell^2} + h_{ij} \frac{d x^i}{d x^j} \right] + \frac{d \rho^2}{\rho^2 u} - 2 r_H^2 \rho^2 u t \left( h_{ij} - (4\pi T)^{-1} \partial_j p \right) \frac{d x^i}{d t} \]

\[ - 2 r_H^{D-3} \left( V_j + V_j^{(2)} \right) \frac{d x^j}{d t} + 2 \rho^2 \frac{d \ln u}{4\pi T} \nabla (V_j) \frac{d x^i}{d x^j} \]

\[ + 2 \rho^2 \left( V_j \frac{d t}{d x} \right) \nabla (V_j) \frac{d x^j}{d t} , \]  

(5.1)

where we have explicitly added the one sub-leading term \( V_j^{(2)} (\rho, x) \) which we have seen is required to obtain a regular solution at the black hole horizon at leading order in the expansion. Recall that we have imposed \( \nabla V^i = 0 \).

We next carry out the coordinate transformations

\[ t \rightarrow v - R, \quad R = - \int_{\rho}^{\infty} \frac{d \rho}{r_H \rho^2 u} , \]

\[ x^i \rightarrow x^i - r_H^{-2} v V^i , \]  

(5.2)

to obtain the metric

\[ ds^2 = r_H^2 \rho^2 \left[ -\frac{d v^2}{d v^2} - 2 v \left( \partial_j - (4\pi T)^{-1} \partial_j p \right) \frac{d x^i}{d x^j} \right] \]

\[ - 2 r_H^2 \rho^2 u t \left( \partial_j - (4\pi T)^{-1} \partial_j p \right) \frac{d x^i}{d t} \]

\[ + 2 r_H^{D-3} \rho^2 \frac{d v}{d t} \left[ \partial_j - 2 \left( r_H^{-2} V_j - v \left( \partial_j - (4\pi T)^{-1} \partial_j p \right) \right) \frac{d x^j}{d t} \right] \]

\[ + 2 r_H^2 \rho^2 F(\rho) \left( r_H^{-2} \nabla (V_j) \right) \frac{d x^i}{d x^j} \]

\[ + 2 r_H^2 \rho^2 u R \left[ \left( \partial_j - (4\pi T)^{-1} \partial_j p \right) - \rho^2 \frac{d \rho}{r_H \rho^2 u} V_j^{(2)} \right] \frac{d x^j}{d x^i} \left( d v - \frac{d \rho}{r_H \rho^2 u} \right) , \]  

(5.3)
where
\[ F(\rho) \equiv r_H \left( \frac{\ln u}{4\pi T} - R \right). \]  

(5.4)

We note that this function \( F \) is the same function defined below equation (4.1) of [21].

We now perform another coordinate transformation
\[ x^i \rightarrow x^i - h^{ij} \int_\rho^\infty d\rho \left[ \frac{\rho}{r_H} \left( \zeta_j - (4\pi T)^{-1} \partial_j p \right) - \frac{\rho^{1-D}}{r_H^2 u} V_j^{(2)} \right], \]  

(5.5)

to finally write our metric in the form
\[ ds^2 = r_H^2 \rho^2 \left( -dv^2 - 2v \left( \zeta_j - (4\pi T)^{-1} \partial_j p \right) dx^i dv + h_{ij} dx^i dx^j \right) \]
\[ - 2r_H d\rho \left[ -dv + \left( \frac{r_H^{-2} V_j - v}{r_H} \left( \zeta_j - (4\pi T)^{-1} \partial_j p \right) \right) dx^j \right] \]
\[ + \rho^{-D+3} r_H^2 dv \left[ dv - 2 \left( \frac{r_H^{-2} V_j - v}{r_H} \left( \zeta_j - (4\pi T)^{-1} \partial_j p \right) \right) dx^j \right] \]
\[ + 2r_H \rho^2 F(\rho) \left( \frac{r_H^{-2}}{r_H^2 u} (V_j) \right) dx^i dx^j \]
\[ + 2r_H^2 \rho^2 uR \left[ \left( \zeta_j - (4\pi T)^{-1} \partial_j p \right) - \frac{\rho^{1-D}}{r_H^2 u R} V_j^{(2)} \right] dx^i dv, \]  

(5.6)

where here we have dropped covariant derivatives of \( \zeta, V^{(2)} \) and second derivatives of \( p \) as these would be even higher order corrections. Notice that as we approach the horizon at \( \rho = 1 \) there is a cancellation in the last line after using (4.19) as well as going on-shell by imposing the Stokes equations (4.20), as we already discussed.

We now consider the formalism of [21]. The basic idea is construct an expansion for the \( D \)-dimensional metric using a boundary \((D-1)\)-vector \( u^\mu \) combined with a radial coordinate \( r \). An expansion for the boundary stress tensor, \( T^{\mu\nu} \), is constructed in terms of \( u^\mu \) and the boundary metric, \( h_{\mu\nu} \), and then it is shown that the Ward identity \( \nabla_\mu T^{\mu\nu} = 0 \) implies that the bulk Einstein equations are solved order by order in the expansion. An elegant feature of the analysis in [21] is the use of a Weyl covariant formalism.

Prompted by (5.6), let us consider the boundary metric to be given by
\[ h_{\mu\nu} dx^\mu dx^\nu = -dv^2 - 2v \left( \zeta_j - (4\pi T)^{-1} \partial_j p \right) dx^j dv + h_{ij} dx^i dx^j, \]

(5.7)

and we note that we should identify \( h_{\mu\nu} \) with \( g_{\mu\nu} \) in the notation of [21]. With some foresight we choose the \((D-1)\)-dimensional boundary fluid vector \( u^\mu \) to have components
\[ u_v = -1, \quad u_j = -v \left( \zeta_j - (4\pi T)^{-1} \partial_j p \right) + \delta u_j. \]  

(5.8)
It is now straightforward to calculate the components of the Weyl gauge-field $A_\mu$, defined in eq. (2.2) of [21], and we find, to the order we are working to,

$$A_v = \frac{1}{D-2} \nabla_i \delta u^i, \quad A_j = -\left(\zeta_j - (4\pi T)^{-1} \partial_j p\right).$$

(5.9)

We can calculate the Weyl covariant derivative of $u^\mu$, as defined in eq. (2.3) of [21] and after writing $D_\mu u_\nu = \sigma_{\mu\nu} + \omega_{\mu\nu}$, we obtain the the symmetric shear strain tensor $\sigma_{\mu\nu}$ and the antisymmetric vorticity tensor $\omega_{\mu\nu}$. The components of $\sigma_{\mu\nu}$ are given by

$$\sigma_{vv} = 0, \quad \sigma_{vi} = 0, \quad \sigma_{ij} = \nabla_i (\delta u^i_j) - \frac{h_{ij}}{D-2} \nabla_k \delta u^k,$$

(5.10)

where the covariant derivative on $\delta u$, here and below, is with respect to $h_{ij}$. The only non-vanishing component of the vorticity tensor is given by $\omega_{ij} = \nabla_i (\delta u^i_j)$, but it does not contribute to the hydrodynamics at the order we are working with.

We can now calculate the stress tensor as given eq. (4.6) of [21]. Again to the order we are working with we have

$$T_{\mu\nu} = p(h_{\mu\nu} + (D-1)u_\mu u_\nu) - 2\eta \sigma_{\mu\nu},$$

(5.11)

where $p = r_H^{D-1}$ and constant shear viscosity $\eta = r_H^{D-2}$. Explicitly we obtain the components

$$T_{vv} = r_H^{D-1}(D-2), \quad T_{vi} = r_H^{D-1}[(D-2)v (\zeta_j - (4\pi T)^{-1} \partial_j p) - (D-1)\delta u^i],$$

$$T_{ij} = r_H^{D-1}h_{ij} - 2r_H^{D-2} \left(\nabla_i (\delta u^i_j) - \frac{h_{ij}}{D-2} \nabla_k \delta u^k\right).$$

(5.12)

The Ward identity $\nabla_\mu T^{\mu\nu} = 0$ now gives, at leading order, both the incompressibility condition and the linearised Navier-Stokes equations:

$$\nabla_i \delta u^i = 0, \quad -2 \nabla_i \nabla_i (\delta u^i) = 4\pi T \zeta_j - \partial_j p.$$

(5.13)

Given this data, we can now obtain the bulk ‘fluid-gravity’ metric given by eq. (4.1) of [21]. To the order we are considering, and after writing

$$\delta u_i = r_H^{-2} V_i,$$

(5.14)

\footnote{The formalism of [21] is Weyl covariant. In particular, we can make a Weyl transformation of the boundary metric (5.7) to introduce a non-vanishing $h_{tt}$. Under this Weyl transformation the stress tensor (5.12) transforms with a Weyl factor and it may seem that the shear viscosity becomes spatially dependent. However, we will still be led to exactly the same Navier-Stokes equations with constant shear viscosity. This is consistent with the earlier discussion of the Weyl invariance of the black hole horizon metric given in (2.9).}
we find that it takes the form

\[
\begin{align*}
&ds^2 = r_H^2 \rho^2 \left( -dv^2 - 2v \left( \zeta_j - (4\pi T)^{-1} \partial_j \rho \right) dx^jdv + h_{ij} dx^i dx^j \right) \\
&- 2r_H d\rho \left[ -dv + \left( r_H^{-2} V_j - v \left( \zeta_j - (4\pi T)^{-1} \partial_j \rho \right) \right) dx^j \right] \\
&+ \rho^{-D+3} r_H^{2} dv \left[ dv - 2 \left( r_H^{-2} V_j - v \left( \zeta_j - (4\pi T)^{-1} \partial_j \rho \right) \right) dx^j \right] \\
&+ 2r_H \rho^2 F(\rho) r_H^{-2} \nabla_i V_j dx^i dx^j \\
&- 2r_H \rho \left( \zeta_j - (4\pi T)^{-1} \partial_j \rho \right) dx^j dv.
\end{align*}
\]

(5.15)

By comparing (5.15) with (5.6) we find precise agreements in the first four lines. The difference in the last line will be accounted for, on shell, by contributions coming from higher order terms\textsuperscript{10} in the expansion.

To close this section we present an equivalent way of describing the DC linear response from the fluid-gravity perspective. Consider, carrying out the simple coordinate transformation on the boundary metric (5.7),

\[
v \rightarrow (1 - \psi) v
\]

with \(\psi\) a locally defined function satisfying

\[
d\psi = \left( \zeta_i - (4\pi T)^{-1} \partial_i \rho \right) dx^i.
\]

(5.16)

In the new coordinates the boundary metric takes the form

\[
h_{\mu\nu} dx^\mu dx^\nu = -(1 - 2\psi) dv^2 + h_{ij} dx^i dx^j,
\]

(5.17)

which is another way to introduce the DC thermal gradient. The fluid velocity is then given by the more intuitive expressions

\[
u_v = -(1 - \psi), \quad \nu_j = \delta u_j,
\]

(5.18)

while the stress tensor takes the form

\[
T_{vv} = r_H^{D-1}(D-2)(1 - 2\psi),
\]

\[
T_{vi} = -r_H^{D-1}(D-1)\delta u_i,
\]

\[
T_{ij} = r_H^{D-1}h_{ij} - 2r_H^{D-2} \left( \nabla_i \delta u_j - \frac{h_{ij}}{D-2} \nabla_i \delta u^i \right).
\]

(5.19)

Imposing the Ward identity \(\nabla_\mu T^{\mu\nu} = 0\) again gives the incompressibility condition and the linearised Navier-Stokes equations (5.13). This fluid can then be used to construct the bulk metric, in the hydrodynamic limit, using the formulae in [21]. It

\textsuperscript{10}For example, there will be contributions coming from the last term in the third line of eq. (4.1) of [21], proportional to \(u(\mu P_{\nu} \partial_\alpha \sigma^\alpha_\lambda)\) that are proportional to \(\nabla^k \nabla_i V_j dv dx^i\) and hence proportional to \(\left( \zeta_j - (4\pi T)^{-1} \partial_j \rho \right) dx^j dv\) on-shell.
should be noted, however, that in these coordinate the bulk metric is constructed from
the local function $\psi$ and the regularity of the solution is not immediately transparent.

It is interesting to point out that if we take the boundary metric (5.17), but allow
$\psi$ to also depend on time, we can still take the fluid velocity as in (5.18) and the stress
tensor is still given as in (5.19). The Ward identities still imply the incompressibility
condition $\nabla_i \delta u^i = 0$ but now we obtain the linearised Navier-Stokes equation

$$4\pi T \partial_t \delta u_i - 2 \nabla^j \nabla_{(j} \delta u_{i)} + \partial_i p = 4\pi T \zeta_i .$$

(5.20)

By employing the scaling discussed at the end of section 3.2, we deduce that this
equation can be used to consider time-dependence that is associated with frequencies
$\omega \sim \epsilon k \sim \epsilon^2 T$. This indicates that the poles of the current-current correlator will be
order $\epsilon^2$ for fixed $T$, on the negative imaginary axis in the complex $\omega$ plane and hence,
combining with (3.12) we infer that as $\epsilon \to 0$ we have weak momentum dissipation
and an associated Drude peak.

6 Discussion

In this paper we have discussed the DC response of holographic lattices in theories of
pure gravity, in a hydrodynamic limit. We have shown that by solving the linearised,
covariantised Navier-Stokes equations for an incompressible fluid one can extract out
the local heat currents of the dual field theory as well as determining the leading
order correction. In addition we also determined the full local stress tensor response
at leading order. For simplicity we only considered static holographic lattice black
hole geometries. However, our results can be extended to the stationary case, corre-
sponding to having local momentum current deformations in the dual CFT, using the
results of [13]. In particular, by solving the generalised Navier-Stokes equations of [13]
with specific Coriolis terms, one can extract the local transport heat currents. The
effects of the Coriolis term could give a sharp diagnostic to determine the presence
of such magnetisation currents in real systems.

We have focussed on holographic lattices that are periodic in non-compact spatial
dimensions. In particular, in the limit that $\epsilon \to 0$ we obtain the AdS-Schwarzschild
black brane geometry. Our analysis can easily be adapted to lattices that are associ-
ated with the AdS-Schwarzschild black holes with hyperbolic horizons. An interesting
feature is that by taking suitable quotients of the hyperbolic space one can study DC
thermal conductivities on higher genus Riemann surfaces. By contrast one cannot
use AdS-Schwarzschild black holes with spherical horizons in the same way because
of the absence of one-cycles to set up a DC source (recall that the DC source was parametrised by a closed one-form $\zeta$).

For holographic lattices we have emphasised that the hydrodynamic limit is, in general, distinct from the perturbative lattices analysed in [11,12]. The hydrodynamic limit in this paper corresponds to an expansion in $k/T$ (or $k/s^{1/(D-2)}$), where $k$ is the largest wave number of the UV deformation, while for the perturbative lattice one expands in a dimensionless parameter $\lambda$ associated with the amplitude of the UV deformation. Despite the differences in the limits, there are some similarities. In this paper, by demanding regularity of the perturbation at the black hole horizon we saw that at leading order $V_i = \epsilon^{-2} v_i^{(0)}$ and $p = \epsilon^{-1} p^{(0)}$, while in [11,12] there was an analogous expansion with $\epsilon$ replaced with $\lambda$. In both cases the DC conductivity is parametrically large and there is weak momentum dissipation. However, in the case of perturbative lattices the leading order solution to the Stokes equations is spatially homogeneous (i.e. constant) on the torus, while in the hydrodynamic limit, the leading order solution generically has a non-trivial local structure.

We have also discussed how our results are related to the fluid-gravity approach and in particular the general results of [21] who examined CFTs on boundary manifolds with arbitrary metrics. Interestingly we showed that our perturbative hydrodynamic expansion differs from that of [21], off-shell, but it is consistent on-shell, when one imposes the Ward identities. This difference arises from the way in which the expansion is organised using either Schwarzschild coordinates or Eddington-Finklestein coordinates.

We saw that using the fluid-gravity formalism one can rather easily obtain the result that the local heat current of the dual field theory can be obtained by solving Stokes equations. However, it should be pointed out that this approach obscures the fact that the boundary heat current is equal to the heat current at the horizon, as we have shown to be the case in section 3. Moreover, we note that extracting the universal result for holographic lattices of [11,13] concerning Navier-Stokes equations on the black hole horizon, as an exact statement in holography, is highly non-trivial in the fluid-gravity expansion. In essence this is because the Ward identities are imposed at the AdS boundary in the fluid-gravity approach, while to get the Navier-Stokes equations the constraints should be imposed on the black hole horizon. In effect, to obtain the result of [11,13], one would need to sum up an infinite expansion from the fluid-gravity point of view.

We also note that there is not an existing general fluid-gravity formalism that can be deployed for studying the hydrodynamic limit of holographic lattices in more general theories of gravity coupled to various matter fields. By contrast it is rather
clear how some results of this paper can be generalised. For example, suppose we have a theory of gravity coupled to a massless scalar field with no potential in the bulk. Such a scalar is dual to an exactly marginal operator in the dual CFT. If we consider holographic lattices with UV metric deformations, $h_{ij}(x)$, as well as UV scalar deformations, $\phi(x)$, then the metric on the horizon will be $r_H^2 h_{ij}(x)$, as we discussed in this paper, while the scalar field on the horizon will be given by the UV function $\phi(x)$. We can now obtain the local heat currents on the horizon, and hence for the dual field theory in the hydrodynamic limit, by solving the generalised Navier-Stokes equations on the horizon with the scalar viscous terms derived in [12]:

$$-2 \nabla^i \nabla_i v_j + (v^i \nabla_i \phi) \nabla_j \phi = 4\pi T \zeta_j - \partial_j p, \quad \nabla_i v^i = 0, \quad (6.1)$$

and metric $r_H^2 h_{ij}$.

Consider now a theory of gravity coupled to a scalar field that is dual to a relevant operator with dimension $\Delta < D-1$. At the AdS boundary the scalar field will behave as $\phi \sim \phi_s \bar{\phi}(x) r^{\Delta - D + 1}$ where $\phi_s$ is a dimensionful source amplitude and $\bar{\phi}(x)$ is a dimensionless function. By taking the hydrodynamic limit we again find a horizon metric $r_H^2 h_{ij}$. By analysing the radial behaviour of the scalar (as in section 3.3 of [16]), we can determine that at the black hole horizon the scalar field will be given by $c \phi_s T^{\Delta - D + 1} \bar{\phi}(x)$, where $c$ is a numerical constant. We can then study the DC response using (6.1).

It is interesting to point out that if we consider the high temperature limit with both $\epsilon << 1$ and $\lambda \equiv \phi_s T^{\Delta - D + 1} \bar{\phi}(x) << 1$, then providing that there is also momentum dissipation arising from a spatially dependent metric, it is clear from (6.1) that the scalar field will not play a role at leading order. However, for holographic lattices in which the UV boundary metric deformations are trivial, $h_{ij} = \delta_{ij}$, but the relevant scalar field deformations are non-trivial, the origin of the momentum dissipation comes purely from the scalar field and hence to obtain the leading order heat currents one will need to solve the Navier-Stokes equations with the scalar viscous terms. In the high temperature limit the scalar viscous terms are small, so we are now in the domain of perturbative lattices associated with weak momentum dissipation, and we can obtain the leading DC conductivity in terms of the scalar field on the horizon using the results of [11,12].

Finally, we can also consider the addition of gauge fields. In this case we can take the hydrodynamic limit of holographic lattices at finite charge density, by just demanding $k/s^{1/(D-2)} << 1$ while holding fixed $\mu/s^{1/(D-2)}$. One should then study the charged Navier-Stokes equations of [11,12]. This will be discussed in detail elsewhere.
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A Sub-leading corrections of the linearised perturbation

We consider a metric of the form
\[ ds^2 = -UG(dt + \delta \chi)^2 + \frac{F}{U} dr^2 + g_{ij}dx^idx^j, \]  
(A.1)
as in (2.2), but now with an additional linear perturbation \( \delta \chi(r,x) \). We would like to understand the behaviour of \( \delta \chi \) as a perturbative expansion about the high temperature background solution (4.6) as well as the sub-leading perturbative corrections that are polynomial in \( \epsilon \). Later, when we combine this with the DC thermal gradient source as in (4.7), we will then see an elegant interplay between solutions of the Stokes equations and regularity of the combined perturbation at the horizon.

Without loss of generality we work in a coordinate system where \( \delta \chi_r = 0 \) (this can be achieved via the coordinate transformation \( t \rightarrow t + f(r,x) \)) and take \( \delta \chi = \delta \chi_i(r,x)dx^i \). The equation of motion of \( \delta \chi \) is then given by
\[ \partial_r(U^2G^{3/2}F^{-1/2}\sqrt{g_d}g^{ij}\partial_r\delta \chi_j) + \partial_k[U^2G^{3/2}F^{1/2}\sqrt{g_d}g^{kl}g^{ij}(\partial_l\delta \chi_j - \partial_j\delta \chi_l)] = 0, \]  
(A.2)
as well as
\[ \partial_i(U^2G^{3/2}F^{-1/2}\sqrt{g_d}g^{ij}\partial_r\delta \chi_j) = 0, \]  
(A.3)
where \( \sqrt{g_d} \) is the volume element associated with \( g_{ij} \). One solution of these equations is to take an arbitrary closed form given by \( \delta \chi = \chi_i(x)dx^i \). This solution gives rise to a source in the dual field theory and is not what we are interested in here.
We now consider the background solution as a derivative expansion in the high-temperature limit:

\[
U = r_H^2 \rho^2 u(\rho) = r_H^2 \rho^2 (1 - \rho^{1-D}) ,
\]
\[
G = (1 + \epsilon^2 G^{(2)}(\rho, x) + \cdots) ,
\]
\[
F = (1 + \epsilon^2 F^{(2)}(\rho, x) + \cdots) ,
\]
\[
g_{ij} = r_H^2 \rho^2 \left( h_{ij}(x) + \epsilon^2 h_{ij}^{(2)}(\rho, x) + \cdots \right) ,
\]  
(A.4)

where \( \epsilon = k/T \), with \( k \) the largest wavenumber of the background, and \( r = r_H \rho \).

We note that, in general, there will also be corrections that are non-perturbative in \( \epsilon \) which we will ignore. As before \( h_{ij}(x) \) is the UV deformation of the metric and since we want this to be the only deformation of the dual field theory, we demand that \( G^{(2)}, F^{(2)} \) and \( h_{ij}^{(2)} \) all vanish as \( \rho \to \infty \). Note that regularity at the horizon imposes \( F^{(2)}|_{\rho=1} = G^{(2)}|_{\rho=1} \) and that the metric on the horizon is \( r_H^2 (h_{ij}^{(0)} + \epsilon^2 h_{ij}^{(2)}|_{\rho=1} + \cdots) \).

We want to solve (A.2), (A.3) perturbatively in \( \epsilon \) by postulating an expansion of the form

\[
\delta \chi_i = \epsilon^\nu \left( \chi_i^{(0)} + \epsilon^2 \chi_i^{(2)} + \cdots \right) ,
\]  
(A.5)

with \( \nu \) an exponent that we will eventually have to fix. It is clear that the homogeneous, linear equation (A.2) cannot fix this exponent. It must be fixed by an inhomogeneous constraint involving the boundary and or the horizon. As we will see it is fixed by ensuring the perturbation is regular at the horizon when it is combined with the perturbation associated with the DC thermal gradient source as in (4.7).

To carry out the expansion in \( \epsilon \) we note that any spatial derivative \( \partial_i \) is of order \( \epsilon \). Now the second term in (A.2) comes with two spatial derivatives so it is order \( \epsilon^2 \).

Thus, at leading order in \( \epsilon \) we have the simple ODE

\[
\partial_\rho (\rho^D u^2 \partial_\rho \chi_i^{(0)}) = 0 ,
\]  
(A.6)

and solutions are given by

\[
\chi_i^{(0)}(\rho, x) = c_i^{(0)}(x) + \frac{\rho^{1-D}}{r_H^2 u(\rho)} v_i^{(0)}(x) .
\]  
(A.7)

To ensure that there are no additional sources at infinity we set

\[
c_i^{(0)} = 0 .
\]  
(A.8)

From equation (A.3) we also have

\[
\nabla_i u_i^{(0)} = 0 ,
\]  
(A.9)
where $\nabla$ is the Levi-Civita connection for the spatial metric $h_{ij}$ and indices have been raised with $h^{ij}$.

At second order in $\epsilon$, equation (A.2) implies
\begin{align}
r_H^{D-2} \sqrt{h} \ h^{ij} \partial_\rho (\rho^D u^2 \partial_\rho \chi_j^{(2)}) + r_H^{D-2} \partial_\rho (\rho^D u^2 \sqrt{h} \ N^{ij} \partial_\rho \chi_j^{(0)}) \\
+ \epsilon^{-2} r_H^{D-4} \rho^D \partial_k (u \sqrt{h} \ h^{kl} \ h^{ij} (\partial_l \chi_j^{(0)} - \partial_j \chi_l^{(0)})) = 0 ,
\end{align}
where we defined the matrix $N^{ij}(\rho, x)$:
\begin{align}
N^{ij} = h^{ij} \left[ \frac{3}{2} G^{(2)} - \frac{1}{2} F^{(2)} \right] + \frac{1}{2} h^{ij} h^{kl} h^{(2)}_{kl}(\rho, x^i) - h^{ij}_{(2)} ,
\end{align}
and the indices on the last term have been raised with $h^{ij}$. After substituting the zeroth order solution (A.7), (A.8) we can rewrite (A.10) as
\begin{align}
h^{ij} \partial_\rho (\rho^D u^2 \partial_\rho \chi_j^{(2)}) - \frac{D-1}{r_H^2} \partial_\rho N^{ij} \nu_j^{(0)} + \frac{2\rho^{-3}}{r_H^2 (\epsilon r_H)^2} \nabla_k \nabla^k \nu_j^{(0)} = 0 .
\end{align}
The general solution to this equation is of the form
\begin{align}
\chi_i^{(2)}(\rho, x) = c_i^{(2)}(x) + \frac{\rho^{1-D}}{r_H^2 u(\rho)} \nu_i^{(2)}(x) + q_i^{(2)}(\rho, x).
\end{align}
The first two terms are the solutions to the homogeneous equation (with $\nu_i^{(0)} = 0$) and the third term is a particular solution of the inhomogeneous equation. The solution that we are interested in, to ultimately ensure that we have non-singular behaviour near the horizon, will be such that $q_j^{(2)}$ has no $(\rho - 1)^{-1}$ term close to the horizon, but instead a $\log(\rho - 1)$ behaviour. The function $c_j^{(2)}$ is fixed so that we don’t have a source at infinity at the given order in the $\epsilon$ expansion; as we will see this implies that $c_j^{(2)} = 0$. We will see that these requirements uniquely fix $q_j^{(2)}$. On the other hand, the new function of integration $\nu_i^{(2)}(x)$ will be fixed at the next order in the expansion, a point we will return to later.

To proceed, we demand that in an expansion close to horizon the leading term of $q_j^{(2)}$ is given by
\begin{align}
q_j^{(2)}(\rho, x) = q_j(x) \log(\rho - 1) + \cdots .
\end{align}
From equation (A.12) we deduce
\begin{align}
(4\pi T)^2 h^{ij} q_j = (D - 1) v_j^{(0)} \partial_\rho N^{ij} \big|_{\rho = 1} - 2(\epsilon r_H)^{-2} \nabla_k \nabla^k v_j^{(0)} .
\end{align}
Now a key point is that the leading term in the expansion of the matrix $N_{ij}$ near the horizon is actually fixed by horizon data. This result can be extracted from calculations presented in [12] and we have

$$\partial_\rho N_{ij}|_{\rho=1} = -\frac{2}{(D-1)} \frac{1}{(\epsilon r_H)^2} R_{ij}, \quad (A.16)$$

where $R_{ij}$ is the Ricci tensor of the $d$-dimensional UV metric $h_{ij}$, and again the indices have been raised using $h^{ij}$. Using (A.9) we can then deduce

$$q_j = -\frac{2}{(4\pi T)^2} \frac{1}{(\epsilon r_H)^2} \nabla^i \nabla_{(i} v_{j)}^{(0)}. \quad (A.17)$$

Having established how the expansion of the perturbation $\delta \chi$ works, at this point we now recall that the full perturbation that we are interested in also has the time dependent piece given in (4.7). By switching to the ingoing coordinate, $v = r_H(t + \ln u/(4\pi T))$, we see that the $\log(\rho - 1)$ factors will be eliminated in the full perturbation provided that we choose the exponent in (A.5) to be

$$\nu = -2, \quad (A.18)$$

and, in addition, demand that $v_i^{(0)}$ satisfies the linearised Navier-Stokes equation:

$$-\frac{2}{(\epsilon r_H)^2} \nabla^i \nabla_{(i} v_{j)}^{(0)} = 4\pi T \zeta_j - \partial_j p, \quad (A.19)$$

Now a consideration of (A.1), (A.4), (A.5) and comparing with (4.10), reveals that the combined perturbation given in (4.7)-(4.11) is regular at the horizon, to leading order, provided that we have

$$V_i(x) = \epsilon^{-2} v_i^{(0)}(x), \quad (A.20)$$

with $v_i^{(0)}$ satisfying (A.19). Furthermore, since we know that, in general, the Stokes equations are satisfied at the horizon we learn that we must have

$$p = \epsilon^{-1} p^{(0)} + \ldots, \quad (A.21)$$

and that $4\pi T \zeta$ is the same order as $p^{(0)}$ and $v_i^{(0)}$.

---

\[11\] To compare we have $r^{there} = r_H(\rho - 1)$. Then in the notation of eq. (2.5) of [12] we have, with objects on the left hand side in the notation of [12], $U^{(1)} = 4\pi T(4-D)/(2r_H)$, $G^{(0)} = F^{(0)} = 1 + \ldots$, $G^{(1)} = (r_H)^{-1} \epsilon^2 \partial_\rho G^{(2)}|_{\rho=1} + \ldots$ and $F^{(1)} = (r_H)^{-1} \epsilon^2 \partial_\rho F^{(2)}|_{\rho=1} + \ldots$. We then use (D.2) and (D.4) of [12] to get (A.16).
Having established the behaviour at the horizon, we now give the full integrated expression for $q_j^{(2)}(\rho, x)$:

$$
q_j^{(2)} = \frac{D - 1}{r_H^2} h_{ij} v_l^{(0)} \int_{\rho}^{\infty} \frac{N_{il}(\rho', x)}{u^2(\rho') \rho' - D} \rho'^{-D} d\rho' + \frac{\rho^{1-D}}{r_H^2 u(\rho)} h_{ij} v_l^{(0)} N_{il}|_{\rho=1} + (\epsilon r_H)^{-2} \left[ \left( \int_{\rho}^{\infty} \frac{\rho^{1-D-2}}{u^2(\rho')} d\rho' \right) + \frac{1}{(D - 1)} \rho^{1-D} \nabla^k \nabla [k v_j^{(0)}] \right].
$$

(A.22)

Note that the radial dependence in $q_j^{(2)}$ can be made explicit provided that we can find the back-reaction of the background at order $\epsilon^2$ that is packaged in $N^{ij}$. Observe that the last term in the first line and the last line of (A.22) are simply solutions of the homogeneous equation (their radial dependence is the same with the second term of (A.13)) with the corresponding function of integration chosen such that we get the behaviour (A.14) without a potential $(\rho - 1)^{-1}$ term, as we mentioned earlier. Furthermore one can check that the leading behaviour close to the horizon of the expression above is indeed given by (A.14).

From this expression we can now extract the asymptotic behaviour at $\rho = \infty$. We first note that $N^{ij}$ goes to zero close to the boundary since it is constructed from higher order corrections to the background and by assumption these do not change the conformal boundary metric. We find

$$
\chi_j^{(2)} = \rho^{1-D} r_H^{-2} v_j^{(2)} + \rho^{1-D} r_H^{-2} h_{ij} v_l^{(0)} N_{il}|_{\rho=1} + \frac{\rho^{1-D}}{(D - 1)} (\epsilon r_H)^{-2} \nabla^k \nabla [k v_j^{(0)}] + \cdots ,
$$

(A.23)

where we have set $c_i^{(2)} = 0$, which we now see does indeed correspond to having vanishing source term for the perturbation.

At this point one might wonder how $v_j^{(2)}$ is fixed. The next order in the expansion will include a function $q_j^{(4)}(\rho, x)$. Once again, near the horizon the $(\rho - 1)$ behaviour will be eliminated leaving $\log(\rho - 1)$ behaviour. Regularity at the horizon will imply that this is in turn be fixed by the corrected Navier-Stokes equation at the horizon (note that the perturbation (4.7) is also corrected because $g_{tt}$ will also receive corrections). While this procedure can be carried out in detail, for the main results we want to present here, we will not need to. An additional point is that that we also need to satisfy (A.3) at next order. This condition reads

$$
\partial_i \left( \sqrt{h} h^{ij} \partial_{\rho} \chi_j^{(2)} + \sqrt{h} N^{ij} \partial_{\rho} \chi_j^{(0)} \right) = 0.
$$

(A.24)

After substituting the expressions in and using the fact that $\nabla_i \nabla_j \nabla^i v_j^{(0)} = 0$, we find that we must impose

$$
\partial_i \left( \sqrt{h} h^{ij} v_j^{(2)} + \sqrt{h} N^{ij} v_j^{(0)} \right) = 0.
$$

(A.25)
At this point we have established that this perturbation has an expansion which can be written
\[
\delta g_{tt}(\rho, x) = -U G \delta \chi_i \\
= -\epsilon^2 \rho^{3-D} \left( v_i^{(0)}(x) + \epsilon^2 V_i^{(2)}(\rho, x) + \ldots \right), \tag{A.26}
\]
where
\[
V_i^{(2)}(\rho, x) = G^{(2)} v_i^{(0)}(x) + v_i^{(2)}(x) + \frac{r_H^2}{\rho^{1-D}} q_i^{(2)}(\rho, x), \tag{A.27}
\]
with \( q_i^{(2)}(\rho, x) \) given in (A.22) and an expression for \( v_i^{(2)}(x) \) can be explicitly obtained by continuing to higher orders. We have also shown that as we approach the horizon we have
\[
V_i^{(2)}(\rho, x) \to \frac{r_H^2}{2(4\pi T)^2} u \log(\rho - 1) \left( -\frac{2}{(\epsilon r_H)^2} \nabla^i \nabla^j v_j^{(0)}(0) \right), \quad \rho \to 1. \tag{A.28}
\]
It is also worth noting that \( v_i(x) \) that appears in the general Stokes equations on the black hole horizon (see (3.7)) is given by \( v_i(x) = -\delta g_{ti}|_{\rho=1} \).

An important objective is to obtain the local heat current density of the dual field theory \( Q_i^{\text{QFT}} \). We conclude this appendix by showing how that at leading order in the expansion we have \( Q_i^{\text{QFT}}(x) = Q_i^{\text{BH}}(x) \), as well as indicating the structure of the sub-leading corrections. We first return to (A.2) and observe that this equation can be rewritten as
\[
\partial_{\rho} Q^i = r_H \partial_k [U G^{3/2} F^{1/2} \sqrt{g_{kl}} g^{ij} (\partial_k \delta \chi_j - \partial_j \delta \chi_k)], \tag{A.29}
\]
where \( Q^i = -(r_H)^{-1} U^2 G^{3/2} F^{-1/2} \sqrt{g_{kl}} g^{ij} \partial_{\rho} \delta \chi_j \) is the bulk thermal current, defined in (3.20) of [12]. By integrating in the radial direction we deduce that
\[
Q_i^{\text{QFT}} - Q_i^{\text{BH}} = r_H \int_{\rho=1}^{\infty} d\rho \partial_k [U G^{3/2} F^{1/2} \sqrt{g_{kl}} g^{ij} (\partial_k \delta \chi_j - \partial_j \delta \chi_k)], \tag{A.30}
\]
which for the current densities gives, up to second order in \( \epsilon \),
\[
Q_i^{\text{QFT}} - Q_i^{\text{BH}} = r_H^D \epsilon^{-2} \int_{\rho=1}^{\infty} d\rho u \rho^{D-4} \partial_k (\sqrt{h} h^{kl} h^{ij} (\partial_i \delta \chi_j^{(0)} - \partial_j \delta \chi_i^{(0)})) ,
= 2r_H^{D-3} (\epsilon r_H)^{-2} \sqrt{h} \int_{\rho=1}^{\infty} d\rho \rho^{-3} \nabla_k \nabla^l v_{ij}^{(0)} ,
= r_H^{D-3} (\epsilon r_H)^{-2} \sqrt{h} \nabla_k \nabla^l v_{ij}^{(0)} . \tag{A.31}
\]
Observe that because of the two spatial derivatives the term on the right hand side of (A.31) is of order \( \epsilon^0 \). Thus, we conclude that at leading order the heat current at
the horizon is the same as at that of the dual field theory and moreover we also have obtained the leading order correction in the $\epsilon$ expansion. We also note that the heat current at the horizon is given by

$$Q^i_{BH} = r_H^{d-3} 4\pi T \sqrt{h} \left[ \epsilon^{-2} h^{ij} v^{(0)}_j + h^{ij} v^{(2)}_j + N^{ij}_{\rho=1} v^{(0)}_j \right], \quad (A.32)$$

where the sub-leading corrections involve corrections to the background via $N^{ij}_{\rho=1}$ (see (A.11) and (A.4)) as well as the sub-leading terms in the perturbation, $v^{(2)}_j$, which can be obtained by the method discussed above.

Finally, we note that since the right hand side of (A.31) is a total derivative, this result is clearly consistent with the universal result of [11] that the total heat current flux of the field theory is always the same as the total heat current flux on the boundary, $\bar{Q}^i_{BH} = \bar{Q}^i_{QFT}$.
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