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Abstract

Over decades, there have been calls by concerned stakeholders to improve the quality of education research, and some progress has been made towards creating a more secure evidence base in some areas. More programmes and approaches that have a reasonable evidence base are also now being used in schools (but not in policy, and not necessarily because they have a reasonable evidence base). However, there has been no equivalent improvement in secure knowledge about how best to get that evidence into use, or even what difference it makes when such evidence is used. This paper looks at what little is already known about the different ways to get research evidence into use in education. It does so by summarising the results of a large-scale review of the literature. A total of 323 most relevant studies were found across all areas of public policy, and judged for quality and contribution. Very few (33) were of the appropriate design and quality needed to make robust causal claims about evidence into-use, and even fewer of these concerned education. This means that despite over 20 years of modest improvement in research on what works in education policy and practice, the evidence on how best to deploy such evidence is still very weak.

We consider studies in terms of several issues, including whether they look at changes in user knowledge and behaviour or student outcomes, and how evidence is best modified before use. Providing access to raw research evidence or even slightly simplified evidence is not generally an effective way of getting it used, even if that evidence is presented to users by knowledge-brokers, in short courses or similar. What is more likely to work for both policy and practice, is engineering high quality evidence into a more usable format and presenting it actively or iteratively via a respected and trusted conduit, or through population measures such as legislation. Having the users actually do the research is another promising approach.

Expecting each individual study they fund to have impact is not the way forward as this may encourage widespread use of ineffective or even harmful interventions. Publicly-funded users, including policy-makers, should be required to use evidence-led programmes from such libraries, where they exist and are appropriate and relevant to their aims. Research funders should support these approaches, and help to build up libraries of successfully tested programmes. Researchers need to be scrupulous, looking at their new evidence in the context of what is already known and not looking to have ‘impact’ from single-studies. More and better research is needed on the best routes for evidence-into-use. However, the improvements required of all parties are as much ethical in nature as they are technical or scientific.

Introduction

Evidence of different kinds has always been a part of education. For example, in England schools are given feedback to help improve after statutory inspection by Ofsted, and they also routinely look at and consider the implications of data on student context and outcomes (Schildkamp 2019). However, there is increasing policy pressure to improve student outcomes at school by basing decisions about strategies and approaches on robust evidence generated by research (Hollands et al. 2019). Evidence derived from research is considered important in contributing to improvements, as agreed by most professionals working in public policy and practice (Davies 1999). High quality evidence can reportedly lead to important gains for children, the public, and society (Palmer 1999).
Therefore, in education policy and practice, there have rightly been increasing demands over 20 years from funders and governments for publicly-funded research to be of higher quality and to have real-world “impact” (Hillage et al. 1998, NRC 1999, Mosteller and Boruch 2002, Smith 2003). This increasing emphasis on generating more robust evidence of “What Works” is exemplified in the UK by some of the work funded by the Economic and Social Research Council (ESRC) Teaching and Learning Research Programme, ESRC Evidence Network, ESRC National Centre for Research Methods, ESRC Quantitative Methods Initiative, Nuffield Foundation Q-Step programme, and the Education Endowment Foundation (EEF) in England. These and other initiatives follow or shadow similar ones in the US such as the Institute of Education Sciences (IES), while other countries have since produced their own versions of many of these initiatives.

Their evidence often does not improve policy/practice directly but could instead save a considerable amount of money from being wasted on ineffective approaches, and so permit more effective use of limited time or funding. Knowing what does not work is therefore very valuable and too often ignored or downplayed. For example, the EEF in England, and the IES in US, have published the results of hundreds of evaluations so far, and the vast majority have not had positive results. This enables research users such as schools to make much more informed judgements about which interventions are likely to work in their context, and which will not.

The successes and limitations of this evidence-based movement are considered in a later section of the paper. Here it is sufficient to note that these initiatives have helped to improve the quality and range of research, and therefore the understanding of effective interventions to inform education policy and practice. A growth in experimental designs, coupled with natural experiments, better and more open official data, and data archiving, have all encouraged improvements in robust evaluations of proposed programmes in education.

The situation in terms of research evidence use in policy/practice is less clear. Helping to embed secure research findings into policy and practice has been a concern for at least as long as the concern about improved evidence itself (Lawrence 1990), and is worldwide (Koh et al. 2010, van de Goor et al. 2017). The UK ESRC want “Knowledge Exchange and Impact” embedded at the heart of all ESRC research, and they present awards to studies regarded as having outstanding impact. This engagement and impact is monitored via the website Research Fish long after the projects they funded are complete. The UK Research Excellence Framework (REF) for funding research in universities requires the submission of academic impact case studies, which are then assessed by panels as being of one of five levels of quality. Other funders and stakeholders similarly not only want high quality evidence to be generated but also for that robust evidence to be of value in real-life. In a largely applied field like education it makes sense for the taxpayers and charity-givers who fund the research to demand that it be useful and used.

In the US, the American Educational Research Association (AERA) offers advocacy training including on handling education research, to help citizens when dealing with their political representatives (http://cqrcengage.com/aeraedresearch/AERAAdvocacyToolkit0). EdReports.org offers advice for practitioners on evaluating educational materials for use in the classroom. In the UK, there have been a number of practical infrastructure developments over recent years including ResearchED, the Chartered College of Teaching, and the Research Schools Network, which support teachers to adopt evidence-informed practices. There is increasing interest among educators in using more evidence-led approaches, and on-line discussions of its benefits, via personal accounts (https://twitter.com/missllewis/status/1156857479076208641?s=12). However, the evidence base for these approaches is unknown.

Evidence-based approaches are undoubtedly being used in schools, and probably more so than in the past, simply because we now have a better evidence base for the kinds of approaches that schools might want to use. This does not mean that schools are using them principally because they are evidence based. And in policy areas there are few signs that the use of evidence has increased anyway. We need to know more about how primary research evidence is best routed to users, so that they are more likely to use evidence-based approaches, and do so because they are evidence-based.
This paper discusses three problems with the agenda of this evidence-based movement, the quality of existing evidence to be used, and issues in summarising this evidence accurately. This is followed by a summary of a new review of the evidence on how best to get evidence into use. It discusses the methods used, the quality of the studies found, the barriers to evidence use, and how best to get evidence into use. The findings of this new review are summarised, and their implications discussed.

**Why we urgently need better understanding of evidence-into-use**

Unfortunately, the apparent desire by all parties for research evidence to have a greater role, via real-life ‘impact’, has generated at least three problems. First, it is not at all clear that the research that has the greatest real-life impact is actually of the highest quality. For example, the REF impact case studies (see above) must be based on research judged by the relevant panel of reviewers to be of at least 2* quality. This rating is from a scale of 0 (not really research of any value at all) to 4* (world-leading). In REF2014 around 30% of all work was judged to be 4* (world-leading), and 76% overall was judged to be 3* (internationally excellent) or better. It is therefore astonishing that work considered to be among the lowest 24% in quality should be celebrated as having had any impact in real-life. In no way does this match the expressed ambition of having robust evidence-informed policy and practice. Similarly, studies have been given ESRC awards (prizes) for the quality of their impact simply because their results are in widespread use, even where the evidence does not warrant such impact, or in some cases where the impact actually contradicts the findings of the research itself. It is as though merely claiming to make a difference is considered ‘impact’ of the kind that is needed, whether it is evidence-led in reality or not.

This means that high quality research may be used inefficiently, weak research may have unwarranted impact, and researchers may be tempted to push for unwarranted impact, and to over-claim the impact that their work has had. There is clear evidence that many researchers do indeed distort and exaggerate their impact claims, feeling under pressure to do so by their funders’ emphasis on impact, and through a desire to do well in REF assessments (Chubb and Watermeyer 2017). Instead stakeholders and funders should insist that only high quality evidence should have impact, and that it only counts as impact if what is done by users is in strict accordance with that evidence. Of course, users will not simply read evidence and then act in some kind of automatic way. Evidence-led use only means that the users’ actions must be in accord with the evidence. This may mean they may do nothing, the evidence may modify what they do slightly, or it may completely transform an educational process. However, the ESRC giving an impact award to a study that showed that an educational intervention did not work, but was still widely used, and promoted by the researchers, is quite wrong. This illustrates the scale of the first problem, and that it affects even stakeholders who apparently want evidence to have real-life impact.

The second major problem is that the idea of single studies having any impact at all may be misconceived. There is little direct replication of studies in education. Nevertheless, when conducting a systematic review or similar it is clear that there are many studies reporting on any issue, and that both the quality and the substantive findings of these studies differ. It is important to focus on, or give more weight to, the most robust and trustworthy evidence. But it is also important to realise that a best evidence summary may contain contrary findings. A single study may be of high quality but be contradicted by a larger number of equally good studies. In this case, the ‘best bet’ is to base policy or practice on the overall picture from all good studies, using the contradictory study as a caution (because it may still be nearer the correct result). One study should probably not have much, if any, impact by itself, except as such a caution against intemperate action that goes against its findings. Awarding grades and prizes for the impact of specific pieces of research is therefore actually contrary to the very idea of evidence-informed education, and should cease. We also need considerable improvement in judging and agreeing what high quality research is for any context, and what the aggregated results of an entire field are (as discussed further below).
The third major problem is that progress in generating good evidence for real-life use has not been matched by an equivalent growth in knowledge of how such evidence is best handled in order to have appropriate impact (Powell et al. 2017). The claim that research has had impact is a clear causal one, and so ought to be evaluated to the same standard as the initial research itself. The DfE (Coldwell et al. 2017), EEF (2018), and the US Coalition for Evidence-based Policy, among others, have been seriously considering how to translate and implement research findings. However, at the moment, recommendations for the implementation of evidence are not themselves based on good evidence from evaluations of how to implement evidence. There is perhaps even less evidence on how to get evidence into use in education than in other fields (Wentworth et al. 2017). The situation has not changed much over 20 years (Smith 2000, Jones 2018). Bennet (2019) describes education today as being like 15th century medicine, when claims were treated as true if they sounded plausible, little or nothing was tested before use, and miracle cures were mainstream.

In combination, these three problems for evidence-into-use lead to wasted opportunities, and even harm for the education system. As a society, we need to use the best evidence available in the most effective way possible. This is a practical and conceptual issue with implications beyond education, and an ethical concern for the majority of the population who both fund education via their taxes and charity-giving, and use its services for themselves or their families. Large amounts of public money are still being spent around the world on education initiatives that have no basis in evidence, little chance of working, and are continued even when their ineffectiveness has been revealed, creating the possibility of harm (Carrier 2017). There is always a kind of opportunity cost, given that every unwarranted policy uses time, effort and resources that could have been used for a genuine improvement. All of education is damaged when persuasive but poor quality evidence has widespread influence, as happens routinely in the UK, with programmes like Brain Gym or Learning Styles still being used in classrooms and universities.

These problems, especially the third, are the focus of this paper, which reviews the evidence on how best to get good evidence into use. The paper summarises the methods we used for the review, and how we judge the quality of research, and then looks at the existing evidence on the different approaches to getting research evidence-into-use, the range of factors which influence the uptake of high quality research evidence by policy or practice, how these have been evaluated so far, and which are the most effective pathways for evidence-into-use in particular contexts.

**Methods used to conduct the review**

The research question addressed in this paper is:

What is the existing evidence on the most effective routes for getting high quality research findings into use for education policy and practice?

The question was addressed via a widespread search and review, sorting reports into the rarer studies directly addressing the causal question (in bold in the text), and studies including previous systematic reviews, secondary data analyses, economic appraisal methods, implementation evidence, conceptual papers, and in-depth views from stakeholders and public consultations which are used as background and explanatory material.

We searched using EBSCOhost database, which covers British Educational Index (BEI), PsycINFO, ERIC, Applied Social Sciences Index and Abstracts (ASSIA) OpenDissertations, Education Abstracts, Education Administration Abstracts, PsycARTICLES, plus JSTOR, Web of Science databases, EBook selection through First Search, and Google Scholar. We followed up citations in reports and reviews found in the searches, and added literature already known to the reviewers from previous work in the field. The search was designed to be as inclusive as possible to identify a wide range of both published and unpublished literature, such as dissertations/theses.
The search was intentionally broad and inclusive (with no geographical, disciplinary or date limiters). Following several iterations we found that individual search terms combined with syntax either found very little, or else included evidence on the primary research that was intended to be used, or examples of where evidence was being used, rather than evidence on how best to get is used (i.e. almost everything). This is because of the double use of terms like ‘evidence’ in searching for evidence on evidence-into-use. We found that the more successful search terms included the following combination of statements or synonyms of these (such as engineer* and use, translati* and use, evidence-based and evidence-informed):

- Use of research in policy/practice
- Impact of using research evidence in policy/practice
- Most effective way of getting policymakers/practitioners to use evidence

As may be envisaged, terms like ‘translation’ and ‘engineering’ found what was mostly redundant material, even with modifiers such as ‘educat*’, or not ‘mechanical’. This all made the prioritisation of more relevant material a very skilled and labour intensive task. But each search found thousands of potentially relevant research reports. The search was conducted separately for each of the search phrases twice, once for policy and once for practice. Given the broad and open search, and the number of hits, we set the search engines to present the most relevant pieces first. We sorted the searches by relevance and stopped when the next five pages or 100 results after the last relevant articles revealed no more relevant items. Other than using this limiting but reasonable heuristic, it is hard to envisage assessing over 3 million pieces in any other way. We will have missed some even many reports, but are confident that this review is both the biggest ever done in this area, and unlikely to have transformed its conclusions through discovery of a few more studies.

The number of records identified from each of the databases is shown in Table 1.

<table>
<thead>
<tr>
<th>Database</th>
<th>Number of hits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ebscohost</td>
<td>31,291</td>
</tr>
<tr>
<td>Web of Science</td>
<td>1,717</td>
</tr>
<tr>
<td>Ovid MEDLINE</td>
<td>107</td>
</tr>
<tr>
<td>EBook selection through First Search</td>
<td>6,856</td>
</tr>
<tr>
<td>Jstor</td>
<td>263,242</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>3,050,000</td>
</tr>
<tr>
<td>Total</td>
<td>3,353,213</td>
</tr>
</tbody>
</table>

Initial screening of titles and abstracts in order of relevance created a set of 582 distinct reports that were broadly about how to use evidence in real-life applications, based on a scan of titles, and abstracts where possible. More detailed screening removed 262 pieces as duplicates or substantive duplicates leaving only 320. Of these 22 were subsequently excluded as not relevant on reading the full piece, and a further 25 were found in the citations of previous systematic reviews. The final number of pieces was 323, of which all were read by more than one of the authors where there was any doubt about its relevance or provenance, and of which 33 were assessed as at least moderately robust in terms of our causal research question. This robustness was assessed using the approach in the next section. These, and a fuller description of the review methods, are covered more fully in Gorard et al. (2019). Where available, this paper focuses more on the subset of results concerning education.

Judging the quality of existing research

It is crucial that only the most robust research evidence has any impact in real-life (Gorard et al. 2017). It could be, and probably already has been, disastrous for the education of individuals where incorrect or misleading evidence has had enhanced use in real-life (Parkhurst 2017). This is something that needs widespread agreement by all parties, based on a standard process for judging how trustworthy any body
of research is. Several generic procedures have been suggested to help assess the security of the findings from any study, or when synthesising the evidence on any topic. For example, the EPPI Centre (for systematic reviews) has developed a “Weight of Evidence” framework, and there are other alternatives with the same intended purpose in fields other than education. Our own approach was part of the development of the EEF padlock security rating, which has a similar purpose (while being more technical and involving less judgement). In our approach the quality of each research report, and therefore the trustworthiness of its findings, is judged based on the underlying research design, scale, missing data, quality and relevance of measurements, fidelity and validity (Gorard 2018).

The first step is to identify the information on each of these quality issues from the report of the research being assessed. If the report does not include important information, or is written in such a way that the reader has no way of understanding it, then the research must be rated as having low security, and considerable doubt must be cast on its findings. The ensuing five possible (but essentially arbitrary) levels of quality are summarised in Table 2, in terms of the first four key elements. Each study can be given a rating representing its lowest row description for any of the first four columns. The full procedure appears in Gorard et al. (2017). This ‘sieve’ has been reported as easy to use, and leads to consistent judgements between raters.

Table 2 – A ‘sieve’ to assist in the estimation of trustworthiness of any research study

<table>
<thead>
<tr>
<th>Design</th>
<th>Scale</th>
<th>Completeness of data</th>
<th>Data quality</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong design for research question</td>
<td>Large number of cases per comparison group</td>
<td>Minimal missing data, no evidence of impact on findings</td>
<td>Standardised, independent, pre-specified, accurate</td>
<td>4 🔒</td>
</tr>
<tr>
<td>Good design for research question</td>
<td>Medium number of cases per comparison group</td>
<td>Some missing data, possible impact on findings</td>
<td>Standardised, independent, not pre-specified, some errors</td>
<td>3 🔒</td>
</tr>
<tr>
<td>Weak design for research question</td>
<td>Small number of cases per comparison group</td>
<td>Moderate missing data, likely impact on findings</td>
<td>Not standardised, independent, or pre-specified, some errors</td>
<td>2 🔒</td>
</tr>
<tr>
<td>Very weak design for research question</td>
<td>Very small number of cases per comparison group</td>
<td>High level of missing data, clear impact on findings</td>
<td>Weak measures, high level of error, too many outcomes</td>
<td>1 🔒</td>
</tr>
<tr>
<td>No consideration of design</td>
<td>A trivial scale of study, or number is unclear</td>
<td>Huge amount of missing data, or not reported</td>
<td>Very weak measures, or accuracy not addressed</td>
<td>0 🔒</td>
</tr>
</tbody>
</table>

The sieve approach underlies the judgements made in the rest of this paper about the quality of existing research on evidence-into-use. In a later section of the paper, evaluations of how best to get evidence into use that are rated as 1, 2, 3 or 4 via this method are cited in bold. These all have at least some kind of counterfactual (or similar comparator), and are summarised in Tables 4 to 7 later in the paper. All other citations can be assumed to be of a lower quality of evidence, in being unable to provide a causal answer to the research question for this review, are descriptive or speculative, or may be high quality for another purpose but do not address the key question of how best to get evidence-into-use.

Types of evidence use
This paper considers four distinct issues when identifying and classifying studies of the best ways to get robust research evidence into use. One is whether each study concerns policy such as legislation by central governments and funding arrangement by local authorities, or education practice such as how to organise a classroom and how to improve language teaching. However, too much can be made of this distinction between policy and practice. School and classroom evidence-based changes can influence larger policy, and policy can insist on the use of effective strategies or make them more or less feasible at school and classroom level (Slavin 2017).

Another dimension considered is whether the intention is to encourage users to be aware of and use research evidence in a general sense (such as by providing a toolkit or a menu of options), or whether the idea is to get them to use a specific piece of evidence for a specific purpose (such as by showing them how to implement a new evidence-based practice).

A third issue is about the intended outcomes of any attempt to encourage evidence use. Users may be found to have altered their attitude to, or knowledge of, research evidence. This is probably the easiest outcome to alter. Users may also be found to have altered their behaviour or practice in light of evidence. And these changes to behaviour may yield benefits for the end users of education policy/practice, such as improved test scores for students compared to those not being taught based on this evidence. This is almost certainly the hardest outcome to alter, but it is in the end a major purpose of the evidence-based movement.

The fourth issue relates to two further dimensions of getting evidence into use. Plain or raw evidence from research can simply be read by research users, as when policy-makers and their advisers are given access to research reports and articles. This is a cheap form of knowledge transfer, but it requires a skilful user to search, read, and summarise the evidence, and then to implement the changes. Alternatively, the raw evidence can be engineered into an artefact, or redrafted to another format, for easier use. But this may do injustice to the fuller evidence, and it makes the evidence harder for users to judge in terms of its underlying trustworthiness compared to similar artefacts that may not be as scrupulously evidence-based. We want to assess which approach is better.

Whether research findings are used as they are, or used to create an artefact that is meant to be easier for policy/practice, there can also be variation in how much activity goes into the attempted transfer of knowledge, by the researcher or developer. Findings can be simply made available, as with the popular Toolkit approach, or there can be more active engagement in explaining what the results are and why they should be trusted. The situation can be summarised as in Table 3. These nine snapshot cells form one of the ways in which the existing evidence is classified in this review.

| Table 3 – Two dimensions of evidence-into-use |
|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| Passive transfer                               | Engagement in transfer                         | (inter)Active transfer                         |
| Plain evidence                                 | e.g. open access to journals                   | e.g. journal clubs                             |
| Modified evidence                              | e.g. EEF Toolkit for practitioners              | e.g. Think tanks                               |
| Engineered evidence                            | e.g. lesson plans                              | e.g. hotlines, helpdesks                       |
|                                              |                                               | e.g. legislation for population measures       |

The quality of existing research on evidence-into-use

Very little work on evidence-into-use has been found in our search that is anywhere near the level of quality and rigour that is currently required by users and funders when producing the evidence to be used in policy or practice in the first place (i.e. it is rated 0🔒). Despite all of the progress that has been made over 20 years in improving research in education and beyond, almost none of this progress is
reflected in the evidence on how to get evidence-into-use. Only a small number of studies found in this review (33) have any kind of counterfactual to illustrate what would have happened if the approach (to evidence-into-use) suggested had not been used. Previous full reviews were found that were relevant to other policy areas such as health, but none in education.

There is a range of work, such as thought pieces on how evidence-use might work or be improved, or developing conceptual models for improving the uptake of evidence (Humes and Bryce 2001, Harper 2004, Zlotnik 2007, Green 2008, Lingard 2013, Brown 2014, Lubienski et al. 2014, Blase et al. 2015, Jordan and Cooper 2016, Farley-Ripple et al. 2018, Peterson 2018). Much is repetitive without apparent progress over many years.

None of the ideas in these pieces have been tested properly, and so none provide robust evidence of their effectiveness. The existing evidence on the relative ‘effectiveness’ of these approaches is largely limited to asking those involved in evidence use how it works, and what the barriers are, based on case studies, observational data, interviews and surveys, in passive research designs (Daugherty 2008, Honig and Coburn 2008, Sirat and Azman 2014, Urwick 2014, Briand-Lamarche et al. 2016, Ogden et al. 2016). There are also Toolkits and similar guidelines for evidence translation, or using evidence in policy-making, and ideas for training practitioners in evidence use (Winters and Echeverri 2012).

Some of the more promising previous work has tended to be conducted over a very short time, and at a very small-scale (Strambler and McKown 2013, Brown and Rogers 2015, Admiraal et al. 2016), even though change based on existing users adopting new ideas from up-to-date evidence often takes a long time to appear in more objective measures (Gardner et al. 2008, Slavin et al. 2013).

What is needed in order to address the research question for this paper are more robust evaluations of evidence into use, over a longer period, using a variety of routes and approaches. Some prior work has been done in this area, but the routes to, and mechanisms for, evidence use have rarely if ever been robustly evaluated (Langer et al. 2016). It is quite shocking how much research is reported about how to get evidence into use, but how little of it has been tested, and thus judged trustworthy.

**The possible barriers to evidence use**

Neither policy-makers nor practitioners in education actually use much external research evidence (Mahoney 2013, Procter 2013, Galway and Sheppard 2015). Policy-makers and practitioners in education may say that they want and use good evidence (Penuel et al. 2017). However, few teachers incorporate evidence-led practices into their lesson plans or guidance for pupils. According to Wexler (2019), part of the fault lies with teacher training programmes in the US, because their lecturers are unaware of the best available evidence. Schools of Education have usually developed on a different track from the rest of academia, with little interest in research. Instead they teach as ‘gospel’ outdated and unwarranted theories. Much the same applies to CPD, based on non-evidenced practices. Teachers are often encouraged to adopt new ideas described by promoters as evidence-based, but they have no way of knowing if this is true. The label ‘evidence-based’ has itself become suspect. Personal experiences, accounts from other schools and teachers, and CPD not based on solid research evidence, are far bigger reported influences than research evidence, for practitioners (Nelson and Walker 2019, Walker et al. 2019).

Governments often start out at least espousing the use of evidence, but seem to become less interested and more dogmatic the longer they are in power (Perry et al. 2010). Policy-makers often select only a subset of the available evidence, especially where the research was conducted or paid for by their department, in order to help validate their political judgement. This is a process nicknamed ‘policy-based evidence making’.

This section outlines the possible barriers to use of evidence in education based on some of the conceptual and in-depth work about barriers and facilitators for getting evidence into use, as outlined
in the previous section. The stronger evidence, based on more suitable robust designs for the causal question of how to get evidence into use, appears in the later substantive sections of the paper.

**Primary research quality**

An important barrier preventing the widespread use of high-quality evidence is the lack of high-quality evidence to use in the first place, caused chiefly by the lack of research competence among researchers themselves whose job it is to provide evidence in education. Twenty years ago, key UK stakeholders such as policy-makers, practitioner bodies, and senior researchers agreed reasonably well that education research is not good enough for real-life impact (Taylor and Gorard 2002). The biggest complaints were a shortage of ‘quantitative’ skills, limited attention paid to causal links, propensity for non-cumulative, small-scale and/or ‘flawed’ research. Following the initiatives outlined at the start of this paper, the situation is somewhat improved, but the problem of poor quality, largely unusable education research remains (Hazell 2019). In fact, this kind of work may be more misleading because it tends to be taken more seriously by users than the more common small-scale, uninventive and sloppy journalistic, solely ‘qualitative’ work. The latter still forms the majority of UK education research, and has actually grown as a proportion of education research over the last 30 years (Galvez et al. 2019).

A related major barrier to coherent evidence use in real-life is the antagonistic stance of many researchers in education to the very idea that practical or scientific knowledge is possible in education (Biesta 2010, McKnight and Morgan 2019). There are criticisms of what counts as ‘evidence’, and suggestions that social reality is so complex and irreducibly rich that useful evidence of ‘what works’ is not even possible (Marston and Watts 2003). A number of educational interventions validated by the What Works Clearinghouse have been reported as ineffective when rolled out into practice. This has led some commentators to conclude that using research evidence cannot improve education (Pogrow 2017), or even that evidence-led education is just not possible (Cain 2015).

It may well be difficult to uncover immediate benefits from evidence use in education. Even where an intervention has been robustly evaluated and found to be successful on many occasions in the past, it still may not ‘work’ when rolled out into practice or on all occasions or in all contexts. It is easy to find examples where a programme thought to be effective did not lead to improvement when used by others. This is to be expected in any scientific endeavour. Such programmes are not proven; they are only examples what has worked in the past. Similarly, it is possible to find examples of interventions that have no firm basis in research evidence but could improve outcomes (Vujcich et al. 2016). This happens perhaps through luck, individual teacher prowess, or other factors acting in parallel with the intervention. No approach has ever been absolutely proven to work or not to work. None of these points would be an argument for not using the approach that has the best chance of success.

Another area of weakness for researchers lies in their ability or willingness to communicate their findings to users (Miller 1999). The process of knowledge transfer needs more capacity-building work – perhaps especially in universities (Cooper et al. 2009, Perry et al. 2010). In order to influence policy, ‘policy entrepreneurs’ may need to be political fixers, networkers, and good storytellers (Alliance for Useful Evidence and Cabinet Office 2017). Universities or other research organisations may need to spend more on research translation, media and communication, and provide suitable incentives for academics to conduct the different kinds of public-facing work involved, and to create appropriate outputs for users. To some extent, this kind of improvement is already underway.

**Skills and attitudes of the users**

Education is reputedly one of the most value-laden areas of public policy (ATL 2013). The attitudes and skills of users of research may be a particular problem in education, where so many people behave as ‘experts’ (Hemsley-Brown and Sharp 2003). Educators can often be sceptical about evidence, or treat it in a superficial way (Finnigan et al. 2013), depending upon their prior beliefs (Cook 2015). So, even high quality research will make no difference unless potential users are receptive to new knowledge (Brownson 2017).
There is growing evidence available on how to improve education practice, which is increasingly simplified and presented as evidence-led materials and curricula, via interactive websites or Toolkits. However, some practitioners can feel constrained in acting in accordance with evidence because they lack the authority to change existing practice (Gerrish and Clayton 2004), or due to lack of resources (Felton 2014). Sufficient funds could be made available in schools to implement these evidence-led approaches, by not spending on approaches without a clear evidence base. A problem lies in the determination by heads and teachers to select an approach, implement it properly, and permit the time for it to take hold (Mycracle 2019).

School leaders appear content to plan school improvement without referring to robust evidence (Graves and Moore 2018). Some are already explicitly stating that they will ignore evidence in their schools, with a backlash against evidence-informed approaches, the use of RCTs and the feeling of being told what to do in what they see as their own domains (Cain 2019). Fraser et al. (2018) suggest that school principals tend to rely on local informants and other educators when deciding which educational programmes are most useful to them. Real improvement might therefore depend primarily on users having a desire to use evidence-informed approaches, and being shown the benefits of doing so more clearly. In practice, teachers rely more on judgement, their own experience and perhaps classroom data than robust research. Teachers may see research evidence as inessential and merely ‘nice to have’ (Nelson and Walker 2019).

In order to use evidence to inform policy, policy-makers would need a range of skills and knowledge that they may not currently possess – such as the ability to source, evaluate and use evidence (Jackson et al. 2018). David Laws, a former Minister of Education in England, claimed that education policy-makers are not very good at dealing with evidence, their civil servants are not very good at providing them with secure evidence, and many policies rely largely on ‘hunches’ (The Guardian 2017). Policy-makers, as with all individuals, may be tempted to ignore evidence unfavourable to their chosen ideas. Even when users are suitably trained and can make good judgements about the quality and relevance of evidence for use in public policy issues in abstract examples, they are much worse at doing so when considering a specific real policy issue. In the latter context they tend to give greater weight to anecdotes and personal experiences (Crocco et al. 2017). Often, attitudes and behaviour must be changed at an individual, team, organisation and system level in order for a new evidence-informed approach to take hold (Harvey and Kitson 2015). Influencing a ministerial decision in the UK, for example, usually involves lining up the Minister, special advisors, analysts and civil servants to agree, and to put forward the same proposal.

Policy-makers also help to define what sort of evidence actually counts as robust. Evidence-based approaches such as trials of classroom programmes may be attractive to them, because any blame attaches to teachers for using (e.g. learning styles) or not using (e.g. phonics) programmes led by such RCT evidence. But the work of the EEF in England, for example, is largely silent on the structural features of the national education system (Cowen 2019). So it cannot pass judgement on or criticise things that policy-makers are mostly responsible for, and where these same policy-makers routinely ignore or resist evidence (Gorard 2018).

For both policy and practice use a major barrier is the time and effort needed to keep up with the necessarily changing evidence on any topic (Gerrish and Clayton 2004). The organisations that actually deliver education, such as schools, need more capacity to find, share, understand, and use research. Otherwise, even the best research will have little impact (Cooper et al. 2009). The University of Bristol (2017) found that teachers reported lack of time as a big barrier to engaging with evidence, but perhaps the biggest barrier for practice in education is that teachers are largely unaware of the availability of evidence (Sparks 2018).

In the US, the Education Commission of the States produced a primer for policy-makers on how to source suitable research, read it critically, and use it appropriately (Royal Society/British Academy
2018). Something similar could be tried for other settings such as the UK, and for other stakeholders such as practitioners, and such artefacts are emerging. One important step would be to make lawmakers state explicitly what any new policy is intended to achieve, so that success and failure can be evaluated properly (Hess and Little 2015). This probably involves changing the ways in which policy is made, so that policy-makers routinely assess the available evidence, ensure that it is embodied in their decisions, and continue to do this as new evidence comes to light (Sisk 1993). Above all, policy-makers and practitioners must want to use evidence, and to understand why doing so is both practically and ethically important. And the wider public must demand this as well. Again, this is an ethical issue more than a technical one.

Other possible barriers to evidence use

Other barriers include the lack of timeliness in the research process, and the multiplicity of other demands on users. Although most education research can be deemed relevant to a real-world issue by its producers, evidence is often still not seen as relevant by users, especially policy-makers, because it is not timely enough. UK funding mechanisms for research such as the REF and ESRC have the major advantage that they are largely independent of government, and so permit considerable academic freedom. However, ESRC funding can take up to one year to obtain, and REF funding occurs only every seven years or so. And academics have other priorities as well. This all means that other non-academic bodies have been set up to deliver quicker research findings to funders like the EEF, but can then come to rely on their funding support. This leads to a mutual dependency of a kind that is then an enemy of evidence-led improvement (Gorard et al. 2017).

Policy-makers value timely evidence relevant to specific time-limited policy issues (Thomas et al. 2015), and any mismatch in the timelines of the users and producers of research simply means that evidence is likely to be ignored. This is a common occurrence because ministers and even administrations generally have a short life-span, much shorter than the period needed for the proper implementation of education reform (Perry et al. 2010). There is also considerable mobility within the UK civil service. A former UK minister of education complained that civil servants rarely have enough knowledge to provide up-to-date evidence (The Guardian 2017). Building the capacity of policy-makers and others to use evidence can be regularly hindered by rapid staff turnover, and changes in administration (Waqa et al. 2013).

Public policy is seldom based on solid evidence, and is largely the product of other influences and issues. These include the need for quick solutions or for secrecy, political promises and expediency (Alliance for Useful Evidence and Cabinet Office 2017), personalities, personal relationships, available funding, convenience, heavy marketing by vested interests (Hess and Little 2015, Slavin 2017), self-interest (Noyes and Adkins 2016), and ideology (Rutter 2012). Based on UK Prime Ministers’ memoirs, Perry et al. (2010) suggest that politicians rely more on their instincts than evidence, distrusting much of the education establishment, and preferring to listen to a trusted few, or to their favourite think tanks. Based on local authorities’ engagement with evidence in London, Al Hallami and Brown (2014) suggest that how evidence is treated varies according to the ideology of the majority political party in the local authority.

The power of the media has also increased, often forcing politicians’ hands in a direction contrary to the evidence. However, media attention is not a simple route (a silver bullet) for researchers to influence policy-makers (Zimmerman 2004). And even newer forms of feedback to governments, such as social media, may be biasing policy-making away from more robust evidence.

How robust evidence can be best summarised and presented?

One of the dimensions introduced in Table 3 concerned how evidence is best presented, so that it is easy to use while remaining accurate and robust. This is a very topical issue in UK education research, addressed in this section based largely on the most robust studies of evidence-into-use. However, before
considering how best to present research findings to users, it is important to recognise that there are long-standing disputes between researchers about how to present their findings, even to each other, in a scientifically appropriate manner.

Single study findings

For studies addressing causal questions, including randomised control trials and statistical modelling, many researchers have traditionally presented their findings in terms of significance tests such as ANOVA and t-tests. This practice is declining and hopefully will be completely discontinued soon. Social science studies very rarely meet the necessary requirements for using a significance test (such as full randomisation). The tests are being used incorrectly and are widely misunderstood by readers anyway. Above all, they do not provide an estimate of the scale or substantive importance of any result (Gorard et al. 2017).

Methods experts in medicine, psychology, sociology, and education, the APA, ASA and other bodies now advise against their use (Fidler et al. 2004). The American Journal of Public Health, Epidemiology, Basic and Applied Psychology, and numerous medical and ecological journals have banned their publication, as have most US medical journals (Starbuck 2016). For the IES, Lipsey et al. (2012) stated that significance testing and p-values give misleading results, and are ‘best avoided’. Advances are stalled and scientific discoveries threatened by the “ubiquitous misuse and tyranny” of the p-value (Stang et al. 2010, p.1). This can prevent the public as students or patients from obtaining the most appropriate treatment, and will therefore harm many of them at some stage in their lives. Of course, the same issues apply to all approaches, such as confidence intervals and power calculations, that are based on the same assumptions and using the same logic.

What is needed in presenting a research finding is some idea of the scale of any difference or pattern or trend (Lecoutre and Poitevineau 2011), the methodological limitations underlying it (Kline 2004), and a judgement about its substantive importance. This is usually achieved by publishing ‘effect’ sizes or standardised measures of difference, trend, or correlation, and the scale of the study, along with a judgement of the quality of the research (see above). Effect sizes do not rely on the same unlikely assumptions as significance tests – so that they can be used legitimately with non-random cases, where substantial data is missing, and so on. They emphasise the scale of any finding.

For a large, reasonable quality study, the substantive findings from using any of the current competing forms of effect size such as Cohen’s d or Glass’ delta will always be the same. It is confusing to have more than one, but which one is used makes no real difference in practice. Xiao et al. (2016) conducted a re-analysis of 22 findings from 17 randomised control trials. Where they used the same outcome variables in each calculation, the results for each trial were the same whichever version of the effect size was used. Xiao et al. (2016) went further and compared the 22 results based on a simple effect size with those based on linear regression, multi-level modelling, and Bayesian multi-level modelling. Again, for these well-structured trials (RCTs), and using the same outcome variables in each calculation, these different approaches made no difference to the substantive result. Although neither of these comparisons had their true implications highlighted by the authors of that paper, these are useful illustrations. It seems that a simple effect size gives the same results in a well-designed large study as any of the more complex methods of presenting an analysis. For that reason, effect sizes should always be used, based on the simplest ES suitable for the data involved, while more complex analyses are not needed for the results of good studies. The ensuing simpler presentation will be as high quality as the more complex one, and much easier for academics and others to understand. A basic minimum for a causal study should be to report the means/scores for each group and overall, their standard deviations, and the resulting effect sizes, for pre-intervention (if available), post-intervention, and gain/progress scores. There is little advantage in trying to convert effect sizes into something more every-day for better communication, like the months of progress used by EEF (Baird and Pane 2019).

Summarising multiple findings
It would be unusual to envisage a single study providing a useful or definitive answer to a real-life question by itself. It is more appropriate to look at all of the relevant evidence on any issue. Again though, academics and researchers have argued among themselves about how this aggregation should be done fairly and accurately. There is agreement, among experts that any summary must be inclusive, and seek out both published and unpublished results to reduce publication bias, and that the methods used for searching and summarising must be explained. Effect sizes remain open to publication bias and abuse, just as significance tests were, despite being theoretically independent of sample sizes (Kuhberger et al. 2014). Perhaps this is because small samples are more likely to produce aberrant or extreme ‘effect’ sizes which, like significant results, are then more likely to be published (Slavin and Smith 2009). This is another reason why the quality of each study, including its scale, needs to be considered alongside the headline results.

Some reviewers will simply list and report the findings of all relevant studies, some will present the results thematically, and some will meta-analyse the findings. A meta-analysis is a particular kind of systematic review that combines the ‘effect’ sizes of all of the studies in the review to provide an aggregate ‘effect’ size, or an overall single answer to an effectiveness question. This is perfectly proper as long as full account is taken of the relative strength and clarity of each study, and the studies being aggregated are fully commensurable – same interventions, age range, outcomes and so on. The intention would not be to provide a precise measure of impact, but to help judge whether, on balance, an intervention or approach was likely to benefit or harm education. All studies for a meta-analysis also need to have key details reported in addition to the effect sizes, such as the attrition in each comparison group. Where the studies are not commensurable, or are included despite deficient reporting of details, or no account is taken of their quality, then the results of the meta-analysis would be very misleading. Sadly, the latter is the very common. Most meta-analyses take no account of study quality, and improperly aggregate very different kinds of studies and outcomes.

School decision-makers around the world have been increasingly influenced by hyper-analyses of prior evidence, that synthesise the results of many meta-analyses - such as those by Hattie (2008), described on its cover as revealing “teaching’s Holy Grail”, and similar attempts around the world. These are even more problematic because again they are combining very different kinds of studies taking no account of their quality, or of the quality of the studies making up each meta-analysis. Commentators are now realising and rehearsing their dangers (Wolgemuth et al. 2017).

Even the best systematic syntheses of evidence often have little impact in practice, without further translation and activity (Haines et al. 2004, Green et al. 2016). So how should research findings be converted into more usable forms?

Engineering evidence for use

A number of commentators/studies suggest that research evidence is more likely to be used if its findings are simple or simplifiable (Noyes and Adkins 2016), or adapted to context (Bertram et al. 2018), perhaps as summaries, overviews or policy briefs (Chambers et al. 2011). Simpler and more defined descriptions of interventions appear to have a better likelihood of success (Langer et al. 2016). Or at least, presentations of the evidence need to be in user-friendly formats that help policy-makers in their decision-making (Pew Charitable Trusts 2014). Rosenbaum et al. (2010) found in two small trials (with only 15 cases in the smallest group) that providing a clear summary of findings can improve understanding and retrieval of evidence from a systematic review. However, this was assessed as part of an interactive workshop, and there is no evidence on whether practice changed as a result afterwards.

In the increasingly popular Toolkit approach, an inventory of approaches or programmes is created, and categorised in terms of the evidence for their effectiveness, cost and benefits. These are often then simply made available or publicised for users. This passive approach does lead to some engagement, as evidenced by downloads and similar metrics, so the idea is relatively popular. In fact, a version of the EEF Teaching and Learning Toolkit in England is now being developed in many countries (Collins 2018). But there is little or no evidence that Toolkits then influence practice, and none at all so far that
they lead to improved attainment (see below). It **might** be better if it was simply made impossible to use public funding for programmes that are not supported by robust evidence.

It is not clear that simply modifying research findings into easier formats leads to any better results, with a passive approach to transfer, according to the summary of systematic reviews by *Bero et al. (1998)*. In health care, merely disseminating best practice guidelines is insufficient to alter practice in most cases (Miller et al. 2006, Gonzales et al. 2012).

In three small trials (334 cases overall), *Buljan et al. (2017)* compared a scientific abstract, a plain language summary, and an infographic, as ways of presenting knowledge about the results of Cochrane systematic reviews in health. The audience included doctors (111 intervention, 60 control), university students (46 intervention, 18 control), and lay consumers (45 intervention, 54 control). All three groups preferred the infographic (or the summary if not given the infographic), and rated it better than the other formats for reading and user friendliness (effect sizes of around 0.5). However, the infographic was no better for actually imparting knowledge of the findings of the review. *Studies like this are important because they illustrate why the body of weaker evidence cited earlier in the paper, based on asking people what they prefer or thinks works, can be so misleading.*

*Di Noia et al. (2003)* compared offering health guidance materials for 188 professionals via pamphlets (55 cases), CD-ROM (64) or the internet (69). The CD-ROM and the internet were linked to greater improvements in self-efficacy and self-reported behavioural intentions, but the study did not provide actual changes in treatment as an outcome. In one Campbell review of 24 studies (including 20 RCTs), e-learning compared to no learning at all was effective in improving evidence-based health care knowledge and skills, but made no difference to attitudes and, most crucially, no difference to clinical behaviour, and was silent on patient outcomes (*Rohwer et al. 2017*). Across six trials (from eight studies in a review) of using summaries of evidence for decision-making, evidence summaries were deemed easier to understand than complete systematic reviews, but their ability to increase the use of systematic review evidence in policymaking was inconclusive (*Petkovic et al. 2010*).

Therefore, just presenting modified summaries of evidence to users, and expecting them to act upon it is very unlikely to work as a method of translation to *use*. A systematic review of methods of teaching new medical trainees about evidence-based medicine found nine RCTs and compared a number of modes of delivery (Ilic and Maloney 2014). These included lecture versus on-line delivery, lecture versus small group work, directed or self-directed *learning*, and different groupings by disciplines. *None of the approaches was better than any other.*

The Literacy Octopus trials evaluated the impact of providing teachers in a total of 13,323 schools with research summaries and evidence-based resources to improve teaching, with or without light touch support (*NFER 2017*). After two years, there was little or no increase in any of six measures of teachers’ use of research, and no improvement in pupils’ Key Stage 2 English scores compared with the control group. Simply disseminating research summaries and evidence-based resources to schools does not so far seem to be an effective way for research organisations to support schools in improving pupil outcomes. This is an important study both in terms of its scale, and because it is one of only a few that assessed the impact of trying to improve research uptake on student outcomes. Schools will need more help than this in transforming such materials into beneficial change in the classroom.

Table 4 provides a summary of the more suitable research **so far that addresses our** research question concerning how evidence is best modified before use. Most studies compare presenting users with a modified form of the research *findings and* the research findings, or another form of modification. There is no evidence that end-user outcomes (such as student test scores in education) were improved by use of evidence, and some evidence that they are not. There is some evidence on whether user behaviour/practice changed as a result, and the **weight of evidence** suggests that simply providing users with access to evidence makes no difference, whatever format is used. The stronger studies are mixed on whether providing users with access to suitably modified evidence makes a difference to their knowledge/attitude concerning use of research evidence. But overall, the format used for the delivery
of evidence does not seem to matter much. Other than access and simplification, something else is needed to get evidence into actual use.

Table 4 – Summary of high/medium quality evaluations of modifying evidence for use

<table>
<thead>
<tr>
<th>Study</th>
<th>Research quality</th>
<th>Knowledge/ attitude</th>
<th>Behaviour/ practice</th>
<th>End-user outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>NFER 2017</td>
<td>4*</td>
<td>-</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Bero et al. 1998</td>
<td>3*</td>
<td>x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Petkovic et al. 2010</td>
<td>3*</td>
<td>-</td>
<td>x</td>
<td>-</td>
</tr>
<tr>
<td>Rohwer et al. 2017</td>
<td>3*</td>
<td>/</td>
<td>x</td>
<td>-</td>
</tr>
<tr>
<td>Buljan et al. 2017</td>
<td>2*</td>
<td>x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Di Noia et al. 2003</td>
<td>1*</td>
<td>/</td>
<td>?</td>
<td>-</td>
</tr>
<tr>
<td>Rosenbaum et al. 2004</td>
<td>1*</td>
<td>/</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Key: / means positive impact, x negative/neutral impact, ? inconclusive impact, - means no evidence

How effective is active engagement in delivery

In a review of evidence from 18 systematic reviews of evidence-into-use in health practice, Bero et al. (1998) confirmed that the passive dissemination of research evidence is largely ineffective. There is little robust causal evidence on the types of intervention that actually encourage users to take account of systematic reviews in their decision making. Given that simply making evidence available in any format is not very effective, does a more active presentation of the evidence work better? One review, that also covered some RCTs reported separately in this paper, suggested that a more active approach was needed (Perrier et al. 2011).

A study by Taylor et al. (2004) compared a convenience sample of 145 health practitioners allocated to a half-day critical appraisal skills training workshop (73), or a wait list (72). The knowledge and ability to appraise the evidence in a systematic review were higher in the workshop group, but there was no difference in the attitude towards using evidence, and no evidence of subsequent changes in practice or behaviour. According to the review by Gülmezoglu et al. (2007), providing three interactive workshops on finding and using evidence from a reproductive health library led to more knowledge and use of the library, but made no difference to practice. Similarly, a trial involving an educational visit to help obstetricians and midwives select and use evidence from a Cochrane database found no difference in resultant practice between 12 obstetric units in the intervention group and 13 in the control (Wyatt et al. 1998).

Users of evidence for policy and practice are rarely trained specifically to handle plain evidence presented passively (Connell and Klem 2000). As foreshadowed when discussing barriers (above), it is clear that policy-makers at all levels from elected representatives to civil servants, when asked, report that training in the use of evidence helps them to make sense of it or prepare their own evidence briefs (Pappaioanou et al. 2003, Uneke et al. 2012, Uneke et al. 2015a, Uneke et al. 2015b). However, training may not be enough. Their capacity to use evidence might be improved through tailored workshops and extensive mentoring (Haynes et al. 2018). Policy-makers also require research skills, and this needs to be part of their job descriptions (Peirson et al. 2012). Despite this, training and dissemination workshops often have poor attendance after a fanfare start, especially for the most senior policy-makers (Dagenais et al. 2013). Policy-makers also report preferring having more interactive research mentors or knowledge brokers on standby (Rolle et al. 2011, Traynor et al. 2014). Committees set up for sharing policy evidence did not work well, as they were not supported by management (Hoeijmakers et al. 2013).

Previous work in health found no good evidence that educational outreach interventions were effective in changing the behaviour of practitioners (Siddiqi et al. 2005). In that systematic review, the authors found 44 studies that met their selection criteria, but many had weak designs, and the overall evidence
was inconclusive on outreach, use of mass media, and reminders. One-off workshops are not generally effective (Miller et al. 2006), and nor are mailings or short courses according to a review of 55 studies in the existing literature (Davis and Taylor-Vaisey 1997). No difference was found between the use of seminars and roundtables in encouraging the use of systematic review results in health policy (Dwan et al. 2015).

From a review including five RCTs and three interrupted time series analyses, Murthy et al. (2012) suggested that mass mailing a printed bulletin with evidence from systematic reviews about obstetric care may improve evidence-based practice. However this could only be for one key message, about a change that is simple to implement, and where the users are at least partly receptive already. Under other circumstances, or where more complex changes are demanded, this approach shows no promise.

An RCT involving the directors of 126 zoos (63 randomised to each group) concerning education about sun-screening suggests that tailoring dissemination materials with follow-up phone calls leads to no advantage over simply making generic material available (Lewis et al. 2005). A synthesis of evidence from two studies of promoting evidence-informed decisions in nursing (tertiary care), within a review of 30 studies, found that engagement in the form of educational meetings and having an evidence mentor made no difference to nurse engagement in evidence-led behaviours (Yost et al. 2015). Abdullah et al. (2014) reviewed 10 studies of mentoring and individual attention from more senior colleagues in health as aids in getting knowledge of evidence into use, but nine of these studies were multi-faceted with mentoring as only one component, making it impossible to draw a clear conclusion about the impact of mentoring itself. The remaining study suggested some improvements in nurse practitioner behaviour in relation to evidence, but said nothing about the impact for patients. An earlier similar review by Thompson et al. (2007) found relevant studies to be of low quality in general. The four studies synthesised were inconclusive overall. Two found that researcher-led educational meetings with nurse practitioners made no difference to evidence uptake. Two were deemed effective, but had additional components, such as a local opinion leader running the meeting.

So although users say they prefer these more active approaches, these may actually be no better than simply making evidence available, in terms of changing behaviour or improving outcomes. Overall, there is little reason to think that access to evidence will assist widespread use, even when there is active presentation such as training and workshops for users. Table 5 summarises these studies, and shows no work on end-user outcomes, a largely negative picture for changes to behaviour, and a rather mixed picture for changing user knowledge of evidence.

Table 5 – Summary of high/medium quality evaluations of active engagement in evidence-into-use

<table>
<thead>
<tr>
<th>Study</th>
<th>Research quality</th>
<th>Knowledge/attitudes</th>
<th>Behaviour/practice</th>
<th>End-user outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siddiqi et al. 2005</td>
<td>3*</td>
<td>?</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Murthy et al. 2012</td>
<td>3*</td>
<td>?</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Taylor et al. 2004</td>
<td>2*</td>
<td>?</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Abdullah et al. 2014</td>
<td>2*</td>
<td>?</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Wyatt et al. 1998</td>
<td>2*</td>
<td>x</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Yost et al. 2015</td>
<td>2*</td>
<td>x</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Lewis et al. 2005</td>
<td>2*</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Davis and Taylor-Vaisey 1997</td>
<td>1*</td>
<td>?</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Gülmezoglu et al. 2007</td>
<td>1*</td>
<td>?</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Thompson et al. 2007</td>
<td>1*</td>
<td>?</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

Key: / means positive impact, x negative/neutral impact, ? inconclusive impact, - means no evidence

Conduits between research and use

Perhaps what is needed is a more formal intermediary between research and its users.
A relatively common suggestion as a way forward is greater collaboration between researchers and policymakers (van de Arend 2016). This could be based on ‘learning communities’ for policy (or practice), whereby academics and researchers welcome officials and others into such communities, to discuss new evidence as it emerges, and how to incorporate it in their planning (Brown 2014). The Alliance for Useful Evidence and Cabinet Office (2017) give an example using research from six Asian and African countries. The Future Health Systems consortium worked on a set of key strategies for improving the uptake of evidence into policy, such as improving the technical capacity of policymakers, better packaging of research findings, the use of social networks and the establishment of fora to assist in linking evidence with policy outcomes. There are many other examples of such communities of practice (Langlois et al. 2016).

Such relatively formal consortia are one example of a kind of conduit between research itself and its users. Others might include knowledge brokers (Dobbins et al. 2009a, Ward et al. 2009a, 2009b), think tanks, What Works Centres or clearing houses, and some charities. Such intermediaries may have an important function in translating research findings into more acceptable formats, and connecting researchers to potential users (Cooper et al. 2009, Edwards 2010). However, Dobbins et al. (2009b) found that having a knowledge broker of this kind had no clear impact on research use compared to tailored messaging and simple access to a registry of research. Their study was based on 108 health departments in Canada (72 randomised to intervention). Advocacy organisations can also pursue an agenda that is not clearly related to the overall evidence, taking a partial view but using their political and media expertise to influence policy outcomes (Malin and Lubienski 2015).

There is a danger that any intermediaries are subject to the same pressures as users, and so may distort or cherry-pick evidence to suit their user clients. It is not always clear whether think tanks, based on an ideology, are using evidence accurately or not (Reid 2016). Conduits must be firm, honest, independent and credible to all parties, which is rare. The conduit groups must have access both to new research and to internal government documents (Williams 2010). In policy, the World Health Organisation recommendations for mother and child nutrition may provide a good example of evidence presented both fairly and usefully (Benmarhnia et al. 2017). Several commentators commend the idea of the National Institute for Health and Care Excellence (NICE) for healthcare in the UK, and suggest an equivalent for other areas (Langer et al. 2016), including for education policy (Perry et al. 2010). A combination of such an evidence conduit and a learning community for education research has been proposed by the Royal Society/British Academy (2018) in the UK, and provisionally named the “Office for Educational Research”.

All of these ideas sound plausible. However, the very limited evidence on research offer no promise (Table 6).

<table>
<thead>
<tr>
<th>Study</th>
<th>Research quality</th>
<th>Knowledge/attitudes</th>
<th>Behaviour/practice</th>
<th>End-user outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dobbins et al. 2009b</td>
<td>2*</td>
<td>-</td>
<td>x</td>
<td>?</td>
</tr>
</tbody>
</table>

Key: / means positive impact, x negative/neutral impact, ? inconclusive impact, - means no evidence

Research champions

There is no evidence yet that just linking users and researchers in research projects, perhaps via user groups as encouraged by ESRC and others, is effective (McLean et al. 2018). Two-way secondments between government and research departments are feasible, and are being increasingly attempted. It is an approach that has potential but, like so many others, has not been tested directly, and is only considered via surveys and similar (Uneke et al. 2018). Research-practice partnerships have been appearing in the US, but again have not been evaluated properly yet (Coburn et al. 2013).

One of the approaches that schools have adopted to assist the use of evidence has been to identify research leads or champions, whose role is to engage with the evidence in any area and then relay this
in more digestible form to the rest of the school. Teachers report several challenges to this model, particularly staff turnover among research champions (Rose et al. 2017). There is a weak positive correlation between the level of engagement of teachers with research, and the attainment of their pupils. However, the relationship may well not be causal, or if it is causal then it may be inverse, perhaps because good teachers are anyway more likely to engage with research.

Recent pilot evaluations funded by the EEF in England, involving five self-selected schools, found little evidence that providing research evidence for teachers in this way makes any difference to their student attainment, at least in the short term (Griggs et al. 2016). The intervention was based on a designated research champion covering five schools (and 2,075 pupils), auditing schools’ needs, and providing a variety of generic and targeted development activities. Providing research evidence in this way may not increase teachers’ reported use of research. Similarly, Speight et al. (2016) found no evidence of impact on future teacher behaviour (only some changes in attitudes) from encouraging teachers in 10 self-selected primary schools (teaching 280 pupils) to use modified or summarised research evidence on issues such as metacognition. Both pilot evaluations suggested that such interventions need considerable support from school leaders (not just research leads).

A study by Wiggins et al. (2019) looked at the use of research leads to promote evidence use, in maths and English for year 10 and 11 pupils. In this, 40 schools were randomised to treatment or not, and around 9 to 13% of pupil scores are missing for any outcome. As found in other studies there was a high turnover of leads, which reduced continuity. At a very small cost per pupil, results in the treatment group improved by ES=0.09 and 0.04 for the first and second years of the trial, in maths, and by 0.05 and 0.03 in English.

In Florida, 2011 to 2013, 60 schools were randomised to a “Using Data” intervention or not (Cavalluzo et al. 2014). The treatment involved professional development and then technical assistance to help teachers use data to improve student learning maths in Grades 4 and 5. Teacher skills in using data, their reported use of data to make decisions, and their attitudes to data use, all improved. However, overall student performance in the annual state maths assessment did not improve relative to the control.

Three US school districts used composite rich evidence of teacher effectiveness in their HR decisions for six years, including hiring, firing, tenure decisions, professional development, promotions, and incentive payments (Stecher et al. 2019). Rates of effective teaching did not change, and there were no improvements in achievement or dropout rates.

Suffolk County Council in England joined up with the EEF to subsidise the cost of evidence-based interventions and training in their local schools, from 2016 to 2018. The ensuing evaluation by Gu et al. (2019) was light-touch with no counterfactual (but offered promise of improved outcomes for isolated schools and low-income pupils).

The University of Bristol (2017) evaluated the use of workshops or Research Learning Communities, in which experts discussed research evidence with evidence champions from schools. There was some indication that this led to more interest in research among teachers, but there was no overall improvement in reading results for 5,462 pupils in 119 schools (60 intervention, 59 randomised to control). It may, of course, take longer than two years of involvement for any impact to be seen. This study is important because it is one of only three found in this review that is a direct test of a method of implementing evidence for learner outcomes.

Overall, the evidence on research champions or similar is stronger than in most approaches covered so far. This stronger evidence tends to show that the approach does not work for improving end-user outcomes, may be effective for changing behaviour, and looks very promising for changing attitudes (Table 7).

| Table 7 – Summary of high/medium quality evaluations of delivering evidence-into-use |
Ongoing interactive approaches

There are interventions for getting evidence-into-use in the health sector that have been tested successfully using experimental approaches, and which are potentially replicable in an education setting. Individual coaching on evidence-informed approaches in specific areas, with individual feedback, is perhaps the most promising approach (Miller et al. 2006), although an evaluation of a dental hygiene intervention based in 20 cities, with 385 registered hygienists randomised to intervention and 366 to control, suggests that self-study can be almost as effective and, of course, cheaper to implement (Gordon et al. 2005). Some “training” interventions based on small group workshops and follow ups have shown that knowledge among health practitioners increased at post-test, but there were no differences in treatment behaviour or patients outcomes according to a trial of 148 medical practitioners, with 73 randomised to intervention (Forsetlund et al. 2003). Similarly using communities of practice with software follow up was linked via a RCT of 37 mental health practitioners (18 in intervention) to having greater knowledge of a mental health intervention, but not to reporting greater readiness to change practice, or reporting actual change (Barwick et al. 2009).

Interactive multi-component interventions can improve therapists’ and practitioners knowledge of evidence (Davis and Taylor-Vaisey 1997), and can then change their practice behaviour (but not their attitudes), compared to passive dissemination of evidence according to a review of 12 interventions by Menon et al (2009). The Translation Research in a Dental Setting (TRiaDS) project set out to improve evidence-based practices among Scottish dentists using behaviour-change theoretical models from the psychological literature (Clarkson et al. 2010). This led to a large cluster RCT involving 2,566 dental practices (1,999 intervention and 567 control), which demonstrated that an audit and feedback intervention was effective at persuading dentists to undertake anti-biotic prescribing in line with the current evidence (Elouafkaoui et al. 2016). There is further evidence from a systematic review of health care interventions that audit and feedback is the most effective way to get evidence into use, at least for the short term and often combined with other approaches (Siddiqi et al. 2005), although some studies find the combination only moderately effective (Davis and Taylor-Vaisey 1997). In fact, there may be generally more evidence of effective approaches involving feedback, reminders and education for professionals such as dentists, rather than policy-makers or the public (Haines et al, 2004). However, an older RCT providing feedback and advice to 36 medical residents (18 per group) on ordering expensive tests for patients was inconclusive in terms of reduction of inappropriate testing for the treatment group (Ruangkanchanasetr 1993).

Table 8 provides a summary of the findings of the better studies concerning ongoing or iterative approaches to promoting evidence-use. There is no evidence on benefits for end-user outcomes. The stronger studies tend to show that attitudes and behaviour can be influenced in this way.

Table 8 — Summary of high/medium quality evaluations of ongoing interactive approaches

<table>
<thead>
<tr>
<th>Study</th>
<th>Research quality</th>
<th>Knowledge/ attitudes</th>
<th>Behaviour/ practice</th>
<th>End-user outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elouafkaoui et al. 2016</td>
<td>4*</td>
<td>/</td>
<td>/</td>
<td>?</td>
</tr>
<tr>
<td>Siddiqi et al. 2005</td>
<td>3*</td>
<td>/</td>
<td>/</td>
<td>-</td>
</tr>
<tr>
<td>Menon et al. 2009</td>
<td>3*</td>
<td>x</td>
<td>/</td>
<td>-</td>
</tr>
</tbody>
</table>

Key: / means positive impact, x negative/neutral impact, ? inconclusive impact, - means no evidence
User engagement in research

A more radical approach is for the users of research to be involved in generating the relevant evidence themselves. One promising but so far not evaluated way forward is the use of software to help users to commission their own systematic reviews (Campbell et al. 2011).

Teaching staff in England are reported as being less confident about engaging in research themselves, than they are about reading the research of others (Hammersley-Fletcher et al. 2015). Nevertheless, it has been argued that schools working alongside researchers would sharpen knowledge of what evidence means and how it can strengthen the work of schools.

See et al. (2016) evaluated an intervention in which a cluster of nine partnership primary schools agreed to look at a research journal article on enhanced classroom feedback, hold a series of cascading training events for all staff, and then conduct three action research cycles in just over one school year. The intention was to improve pupil attainment. Some teachers found it very hard to understand the primary evidence, and often implemented the findings in an inappropriate way. The academic outcomes and progress scores for pupils overall were no better than for five comparison schools in the local authority, and for all maintained schools nationally. Even such interactive transfer of primary evidence is therefore challenging for users. Similarly, Levin et al. (2011) found little difference from study groups or even school districts conducting research themselves in the take-up of evidence in schools’ policy and practice in 11 districts in Canada. Teachers probably need clearer guidance, professional development, and modelling of effective strategies on the use of research evidence, to improve attainment. There needs to be some more engineered format to translate research evidence into practical guidance for teachers – which could be in the form of lesson plans or protocols - that are simply used by teachers without the need for them to understand or appreciate the underlying evidence base.

Sometimes, however, impact might be achieved by the potential users participating in research themselves (the ultimate interaction with research evidence), and not just accessing the evidence. For example, nurse-led research is gaining some attention as a critical pathway to practical and effective ways of improving patient outcomes (Curtis et al. 2017). Similarly, McLaughlin et al. (2000) reported that involving teachers and school administrators in research teams meant that the research was more targeted at their concerns, and the staff learnt more about research use, and were more likely to support use of the findings. Similar claims (and they really are only claims) have been made based on participatory research on aging (McWilliam 1997). In a small RCT run by Tranmer et al. (2002), 28 nurses, who worked in two clinical research groups on developing their own research protocol (18 high participation, 10 low participation), reported more use of research evidence in practice, than a comparator group of 207 nurses. An even higher gain was reported for the group that also discussed and critiqued the research literature among themselves.

A powerful equivalent in education could be randomised trials (i.e. not action research) set up and run by teachers themselves (Churches 2016). Both Siddiqui et al. (2015) and Gorard et al. (2016a) reported trials led by a set of unrelated schools, and then aggregated by the authors. Both trials were moderately successful. They showed that volunteer teachers were able to run robust evaluations with limited external guidance, and each intervention had a positive impact on student outcomes (effect sizes of around 0.25). The studies suggest that this approach to getting evidence into use by involving teachers in research is feasible. But they had no proper counterfactual for the evidence-into-use aspect – and
provide no indication that the two popular interventions would not have been used by these schools anyway even in the absence of the trial.

Table 9 summarises the strongest evidence in this area. It is still weak, and inconclusive. Users conducting research themselves is a promising idea that has not really been tested yet.

<table>
<thead>
<tr>
<th>Study</th>
<th>Research quality</th>
<th>Knowledge/attitudes</th>
<th>Behaviour/practice</th>
<th>End-user outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>See et al. 2016</td>
<td>2*</td>
<td>-</td>
<td>-</td>
<td>x</td>
</tr>
<tr>
<td>Tranmer et al. 2002</td>
<td>1*</td>
<td>-</td>
<td>/</td>
<td>-</td>
</tr>
</tbody>
</table>

Enforced use of evidence

Some commentators draw a distinction between evidence-informed policy/practice, referring to use that enhances the application of evidence with users’ involvement in the decision making process (Abbott et al. 2013), as described in the paper so far, and evidence-based use referring to a programme that facilitates the application of evidence without practitioners’ involvement in the decision making process (Melnyk 2007).

Successful UK REF case studies suggest that the underpinning research having any real-life impact is usually invisible to teachers, and instead is best embedded in artefacts such as services and technologies (Cain and Allan 2017). These artefacts can either change attitudes or are simply used on trust, such as in pre-prepared lesson plans and resources. If transfer is to be passive then the intervention has to be so heavily engineered that its evidence-base is no longer clear to the user. An example would be clinical guidelines for nurses (Thomson et al. 2000).

The US Department of Education Investing in Innovation (i3) programme provided large grants for applicants wanting to improve attainment in their schools (https://www.ed.gov/open/plan/investing-innovation-i3). The largest grants required applicants to use only interventions rated as effective by the What Works Clearing House, from a short-list that had been robustly evaluated with success (Pogrow 2017). The US Every Student Succeeds Act requires that, to be eligible for school improvement funding, schools must use one of the top three categories of programmes – based on evidence-based interventions (California Department of Education n.d.).

Oddly, the equivalent scheme in England, the SSIF (Gov.UK 2017) gave schools large sums of money for improvement but had no requirement that the most promising approaches, based on scientific evidence, should be used. In fact, the Public Accounts Committee (2015) stated that the Department for Education (DfE) in England:

> does not do enough to make sure… good practice is adopted in weaker schools... To date, the Department has supported schools to use the Pupil Premium [extra funding for schools taking poorer pupils] effectively primarily by funding the Education Endowment Foundation to carry out research into the evidence base for what works. However, it has done less to incentivise schools to use best practice and only recommends, rather than mandating, Pupil Premium Reviews for schools that do not use funding well. This is particularly worrying given concerns expressed to us that schools that perform poorly are less likely to seek out advice for themselves.

Nevertheless, the DfE now requires schools to account for their use of Pupil Premium funding, and most schools have websites describing the interventions that they have used, and the evidence-base for them. It is not clear that the evidence-bases are being judged appropriately, or that schools do not simply look for evidence after their decisions rather than basing the decision itself on the best evidence.
A similar idea to the compulsory use of Toolkits is also possible for policy-makers, and has been tried in Mississippi (Arinder 2016). All requests for new programmes would have to be screened for their supporting evidence including long-term cost-benefit. This could be the key role for legislative bodies, deciding on programmes not in terms of ideology but public interest and improvements for public services.

Kansagra and Farley (2012) draw a distinction between evidence-based interventions in health that are implemented at an individual level - like the prescription of Metformin for those diagnosed with diabetes, which is a treatment that requires initial and continuing actions by the patient - and those implemented at a ‘population’ level – such as the fluoridation of water to prevent dental caries. The latter have a lower cost per individual treated, and are more reliable than individual treatments. Another example might be using evidence from health science to plan urban spaces better to encourage health-enhancing exercise to reduce the incidence of chronic diseases (Giles-Corti et al. 2015). Or the imposition by international finance of, reportedly, evidence-based solutions on the government of developing countries (Williams 2016). An example from nursing might be the requirement for all clinical practice policies and procedures to be evidence-based (Oman et al. 2008). Such an approach has been enforced in health settings via the use of report cards (Valentine et al. 2014). It is likely that if evidence is to improve education successfully then more of such enforced or population-level measures need to be developed, validated, and implemented. However, these very promising approaches have not been clearly evaluated (Longjohn 2012).

Teachers may object to being made to follow heavily engineered evidence in this way. Where school chains like MATs (Multi Academy Trusts) specify not only the curriculum and teaching style but also provide a script, teachers describe feeling like robots (Roberts 2018). Of course, it is not at all clear in this example that the scripts in question are robustly evidence-based, but the same reaction would probably appear even if they were. The evidence used must be high quality, and it must be translated faithfully into appropriate educational artefacts.

One promising study is by Doabler et al. (2014) on the results of an evidence-led curriculum, in which it is assumed that teachers can follow the curriculum without being aware of the audit trail leading back to the evidence for its use. The study involved around 2,700 students in 46 schools in Oregon and Texas. A total of 379 observations were conducted in 129 classrooms (68 treatment and 61 control). The classroom teachers using the new curriculum delivered higher rates of practice opportunities for individuals and groups of students compared with comparison classroom teachers who implemented standard district mathematics instruction. No evidence is reported on student outcomes.

As shown in Table 10, only this last study meets minimum standards for a causal question on this approach, so while enforced/population use of evidence-led approaches is probably the most effective way to get evidence-into-use, considerably more research is needed before finally deciding that.

<table>
<thead>
<tr>
<th>Study</th>
<th>Research quality</th>
<th>Knowledge/attitudes</th>
<th>Behaviour/practice</th>
<th>End-user outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doabler et al. 2014</td>
<td>2*</td>
<td>-</td>
<td>/</td>
<td>-</td>
</tr>
</tbody>
</table>

Summary

The review described here is not, and cannot be, like a standard systematic review on a precise question, and is nowhere described as such. It will be incomplete, in that there will be studies missed. The search will be hard to repeat as it was conducted over several months in a rapidly changing field, and without a simple search term because of the difficulties of distinguishing between any research evidence, evidence that evidence is being used, and evidence on how best to get evidence into use (only the latter concerned us here). There also no universally accepted term for the latter. There is multiplicity of ambiguous terms like ‘engineering’, ‘application’ or ‘translation’ for evidence use itself, but none for
the evidence on how to improve evidence use. Nevertheless, this will be the largest and most complete summary, and by some way, of the findings in this emerging area.

So far, a total of 33 relevant studies (or reviews that include such studies) have been found, with 48 distinct approaches evaluated within them. Many are not of very high quality but, unlike the merely descriptive work, all have at least a counterfactual design, or suitable comparator or similar. Much more robust evaluation work has been found on practice (across all fields) than on policy, and more in health than education or any other area. There is nothing specifically on education policy-making at all. This means that much of the improved evidence for education generated in the past 20 years could have been wasted or at least not used most effectively because, as a society, we have so little idea how to put evidence-into-use. Education policy is still not generally informed by evidence, but more so by politics, beliefs and the views of funders (Slavin 2017). This is true of policy more widely, even where decisions are clearly meant to be evidence-based (Dick et al. 2016). Users do not usually act in accordance with evidence (Epstein 2017). The findings of high quality substantive research have not become embedded in policy or practice, while too much lower quality evidence is still being promoted (Gorard 2018).

We need better studies of evidence-into-use in education, and policy-making more generally, especially looking at improvements in educational outcomes due to evidence use. There are currently too few, and the overall picture is unclear. It appears that even modifying evidence to be easier to use, and delivering it to users in an active way, leads to little or no improvement in outcomes – although it might improve practitioner knowledge and observed behaviour.

It is clearly possible to influence user knowledge and even their behaviour, but not by merely making research evidence available to them, even in a simplified format. Evidence needs to be modified at least to some extent, and presented actively and often iteratively. Even here, there are very few really good studies.

The most promising approach may be one where the use of evidence is enforced, perhaps by being built into the curriculum or by law. Such population measures, via legislation or structural change, remain promising ways of getting evidence-based approaches into use – but even such measures are currently too often not evidence-based. So even with these, the question remains – how is it possible to get the policy-maker or practitioner to recognise and use the best available evidence?

Conclusions and implications

As with any attempt to change or improve behaviour, the role of money could be key in encouraging the use of evidence in policy/practice. Those who fund education research need to be responsible with the money they are entrusted with by tax-payers or charity-givers. The research they fund must be as high quality as possible, and the findings must be made as useful as possible. This is currently not happening. The most common approach used by funders to promote the use of evidence is to insist that users are linked to any project. Yet they are unable to provide any serious evidence that this approach is effective (McLean et al. 2018).

Clearly, the preparation and continuing development of teachers should have an evidence-led basis, which too often it currently does not. Here is another area where funding could play a role. Initial teacher training courses must be delivered, at least in part, by experts in education evidence. And the state should only fund them, and recognise their qualifications, if they are.

Policy and practice interventions should always be independently evaluated before reform takes place, instead of using rather haphazard pilots and phased rollout. Clear objectives must be pre-specified, and side effects taken into account. Incentives could be used, at least in the short term, to encourage users to rely more on evidence, and for the public to demand this (Miller et al. 2006, Rutter 2012). Public funds could be shifted towards only paying for programmes that have been demonstrated independently to have strong promise (Pew Charitable Trusts 2014, Hess and Little 2015). Good evidence of
effectiveness should be transparent in all policy and practice decisions about new programmes, and only those that offer a good return should be funded. A central repository of effective programmes should be built up by funders and others. In the same way that any area of research should start with a full review of existing evidence, so new results should also be placed clearly and coherently in the context of that prior evidence. Each new result should add to a kind of narrative “Bayesian” synthesis, considering how new research changes what we already think we know about in the repository, rather than seeking to have use and impact in its own right.

Those in charge of education reform must be responsible, and demand evidence-led policy and practice throughout the system. Programmes shown not to work, or where there has been no robust evaluation, should be actively discouraged, given that there is growing evidence of programmes that do seem to work. Researchers need to be equally responsible, and resist the clear demand for their evidence to be used, even if it is used incorrectly, by not conniving with invalid use just so that they can claim ‘impact’. These are all largely ethical issues, concerning the extent to which all of these stakeholders genuinely care about improving education.
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The operation of the sieve is explained fully in the reference cited in the text. Users read each column in turn from the left, and move down (never up) the rows until the research under consideration is at least as good as the description for that column is. Then they move to the next column, remaining in the same row, and repeat the process. Using this simple approach, in discussions at the outset and during other projects, the three raters never disagreed on the rating for a piece.

The sieve has been deliberately created without arbitrary thresholds. It is possible to create such thresholds, perhaps counting 400 cases or more per cell as being large and 20 cases or less as being very small, for example. Or counting below 2% attrition as being low, and above 50% as being very high. But these exact figures have a false precision. Not only are they arbitrary, they take no account of key analytical factors such as the type and likely cause of attrition in each group. A loss of 3% data from each group in a comparison might be a small amount if it were both balanced between groups and had the same apparent cause. A loss of 3% might be problematic if it were created by resentment among the control that they did not receive the treatment, and resentment among the treatment group that what they may be required to do is patronising. This kind of differential reason for dropout is something we have met in practice (Gorard et al. 2016).

The allocation of a quality grade to any piece of research is, of course, a judgement. But allocating fixed threshold numbers to the sieve would also involve judgement. The sieve encourages the judgement to be made on the basis of evidence, rather than *a priori* and independently of other contextual factors (as in the examples above).

Some commentators might believe that scale, for example, can be pre-stated more precisely using power calculations. But such calculations of scale are circular, based on assuming a specific ‘effect’ size being sought in a future evaluation (and so, indirectly, assuming the scale). Also power calculations are defined in terms of the conduct of significance tests which are outdated, misleading, and hardly ever relevant because real-life data is usually incompletely randomised. In fact, using the notion of power alongside a measure of attrition (where any attrition creates non-random allocation by definition) is a mathematical contradiction.

For the purposes of this paper, we sought research that could address our causal question. This means that we agreed only to include designs that had some kind of counterfactual, even if only a convenient comparison group. A true RCT would be rated as 4, and a convenient comparison group would be rated as 1, with a quasi-experimental design at 2 or 3, as explained in Gorard et al. (2017), along with all of the other columns in the sieve. As another example, where the outcome measure was a simple count or standardised test score or similar, the research could remain at whatever grade it was, but if the outcome measure was a latent/attitude variable or a non-standardised score then a 3 was the maximum grade permitted.