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ABSTRACT
Social media have brought threats like cyberbullying, which can
lead to stress, anxiety, depression and in some severe cases, suicide
attempts. Detecting cyberbullying can help to warn/ block bullies
and provide support to victims. However, very few studies have
used self-attention-based language models like BERT for cyberbul-
lying detection and they typically only report BERT’s performance
without examining in depth the reasons for its performance. In
this work, we examine the use of BERT for cyberbullying detec-
tion on various datasets and attempt to explain its performance by
analysing its attention weights and gradient-based feature impor-
tance scores for textual and linguistic features. Our results show
that attention weights do not correlate with feature importance
scores and thus do not explain the model’s performance. Addi-
tionally, they suggest that BERT relies on syntactical biases in the
datasets to assign feature importance scores to class-related words
rather than cyberbullying-related linguistic features.

CCS CONCEPTS
•Computingmethodologies→Natural language processing;
Supervised learning by classification; • Information systems
→Web and social media search.
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1 INTRODUCTION
The Pew Research Centre reported in 2017 that 40% of social media
users have experienced some form of cyberbullying [1, 6, 12, 15].
Cyberbullying experiences can have serious consequences for the
victims, including depression, anxiety, low self-esteem and self-
harm [31]. The goal of reducing these negative outcomes highlights
the critical importance of research on tools for detecting, under-
standing and preventing cyberbullying. Cyberbullying is defined as
one form or another of spreading insults using mobile or internet
technology [5, 11, 20]. Over the last decade, there have been at-
tempts to use conventional machine learning models [8, 11, 25] and
deep learning models [3, 21, 26, 39] to detect cyberbullying from
social media. Recent studies have used attention-based language
models, like BERT, in the detection of cyberbullying [22–24, 41].
However, those studies focused mainly on enhancing the cyberbul-
lying detection performance using BERT, without providing any
analysis or insight into the model’s inner-workings.

BERT [10] is a deep neural network model with an architecture
based on stacked Transformer encoders [36], which each consists
of multiple layers, including a multi-head self-attention mechanism.
Recent studies have applied BERT on cyberbullying detection. Paul
and Saha [23] used a BERT-based model on various datasets, such
as Twitter (hate speech), Wikipedia Talk Pages (personal attack)
and Formspring (bullying), achieving F1-scores of 0.94, 0.91 and
0.92 respectively. Despite the reported results being very good,
they over-sampled the datasets before the train/test split which
leads to over-fitting according to [4]. Mozafari et al. [22] proposed
adding a CNN layer on top of BERTbase for hate speech detection,
achieving a maximum F1-score of 0.92. However, their proposed
architecture could lead to over-fitting and a longer inference time.
Although these studies show that BERT outperforms other models
on the task of cyberbullying detection, none of them explain why. In
recent years, there has been substantial work on the explainability
of NLP and Language Models (LMs) [2, 33, 42]. With regards to
attention-based models, like Transformers and BERT, [37, 38] built
visualisation tools to show the attention weights in different layers
between tokens in the same sentence or in two different sentences,
as well as to understand the role attention weights play in pre-
trained BERT [7] by analysing the behaviour of BERT’s attention
weights in different layers. Similarly, [19, 27] analysed the capability
of BERT to capture different types of linguistic information on
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Table 1: Cyberbullying dataset statistics

Dataset Size
Positive
samples

Avg.post
length (words)

Max.post
length (words)

Kaggle 7425 2578 (35%) 25.28 1419
Twitter-sex 14742 3370 (23%) 15.04 41
Twitter-rac 13349 1969 (15%) 15.05 41
WTP-agg 114649 14641 (13%) 75.45 2846
WTP-tox 157671 15221 (10%) 73.51 2320

the General Language Understanding Evaluation (GLUE) tasks.
Regarding attention mechanisms and model explainability, Jain
and Wallace [17] showed that contrary to the assumption that
attention provides a form of explainability, attention weights do
not provide meaningful explanations, with the same finding being
supported by [29, 32, 35]. Inspired by this work on the analysis of
BERT models, our goal is to gain a better understanding of BERT’s
strong performance on cyberbullying detection tasks.

In this work, we attempt to answer the following research ques-
tions: i) What is BERT’s performance on different cyberbullying-
related datasets? ii) What is the role that attention weights play in
BERT’s performance? iii) What are the features that BERT relies
on for its performance? The contributions of this work can be sum-
marised as follows: (i) We demonstrate that fine-tuning BERT with
a simple single layer on top of BERT’s pooled output outperforms
other popular deep learning models on a range of cyberbullying-
related datasets. (ii) We show that, as previously suggested [17]
for some other domains, attention weights are less meaningful
when it comes to explaining model performance in comparison to
gradient-based feature importance scores for the task of cyberbul-
lying detection. (iii) We provide evidence that BERT’s performance
may be due to reliance on syntactical biases in the datasets. The
code to reproduce the experiments in this paper is shared in [13].

2 METHODOLOGY
We compared fine-tuned BERT to state-of-the-art LSTM and Bi-
LSTM models on five social media cyberbullying detection datasets
from different sources and with different sizes. Furthermore, to ex-
amine how fine-tuning affects attention weights, we show the differ-
ence in attention weights’ patterns between BERTwith and without
fine-tuning. Then, to investigate the role of attention weights of
fine-tuned BERT in the model’s performance, we compared the
mean feature importance score of individual tokens, obtained using
Integrated Gradients, to their mean attention weights by comput-
ing the Pearson’s linear correlation between the mean attention
weights of fine-tuned BERT of all heads across the last layers (9-12)
and the tokens’ absolute importance score, as it has been shown
that fine-tuning affects mostly BERT’s last layers (9-12) [27]. Finally,
we analysed the importance scores of POS tags of fine-tuned BERT
to find out the features that BERT relies on to make its prediction.

2.1 Datasets
We used five cyberbullying-related datasets of varying sizes from
several social media sources that contained different types of cy-
berbullying: (i) Twitter-Racism, a collection of Twitter messages
containing tweets that are labelled as racist or not [39], (ii) Twitter-
Sexism, Twitter messages containing tweets labelled as sexist or not

[39], (iii) Kaggle-Insults [18], a dataset that contains social media
comments that are labelled as insulting or not, (vi)WTP-Toxicity,
a collection of conversations from Wikipedia Talk Pages (WTP)
annotated as friendly or toxic [40], and (v) WTP-Aggression, con-
versations from WTP annotated as friendly or aggressive [40]. In-
formation about the datasets is provided in Table 1.

2.2 Dataset pre-processing
For BERT, we followed [9]’s pre-processing steps: (1) We removed
URLs, user mentions, non-ASCII characters, and the retweet ab-
breviation “RT” (Twitter datasets). (2) All letters were lower cased.
(3) Contractions were converted to their formal format. (4) A space
was added between words and punctuation marks. For the RNN
models, we additionally removed punctuation and English stop
words, as proposed in [3]. However, second-person pronouns like
“you”, “yours” and “your”, and third-person pronouns like “he/she/
they”, “his/her/their” and “him/her/them” were not removed be-
cause we noticed in our datasets that sometimes, profane words on
their own, e.g. “f**k”, are not necessarily used for bullying reasons,
while their combination with a pronoun, e.g. “f**k you”, is used
to insult someone. Then, each dataset was randomly split into a
training (70%) and test (30%) set, preserving class ratios.

2.3 Deep learning models
BERT with fine-tuning was used for the task of text classification
on the examined datasets, by employing BERTbase(uncased) [14].
For fine-tuning, BERT was trained for 10 epochs with a batch size
of 32 and a learning rate of 2𝑒−5, as suggested in [10]. The sequence
length parameter changed across datasets depending on their max-
imum token length. For the Twitter-sexism and Twitter-racism
datasets, a sequence length of 64 was used because it is the closest
to the maximum observed sequence length in the dataset, while 128
was used for the rest because it is the maximum we could use due
to available computational resources limitations. A single linear
layer was added on top of the pooled output of BERT for sentence
classification. We also used LSTM [16] and Bi-directional LSTM
[28], with the same architecture as in [3], who used RNN models to
detect cyberbullying. To this end, we first used the Keras tokeniser
[34] to convert the text into numerical vectors (each integer being
the index of a token in a dictionary) with a maximum length of
600 (the maximum we could use due to computational resources
limitations) for the Kaggle and WTP datasets and 41 (maximum
observed sequence length in the dataset) for the Twitter datasets.
A trainable embedding layer was used as the first hidden layer of
the LSTM and Bi-LSTM-based networks, with an input size equal
to the number of unique tokens of the dataset after pre-processing
and an output size of 128. The two models were then trained for
100 epochs with a batch size of 32, using the Adam optimiser and a
learning rate of 0.01 which is the default of the Keras Optimiser.

3 EXPERIMENTAL RESULTS
3.1 Classification performance
The performance of the trained models on the test set is reported
in Table 2. The initial training set for each model and dataset was
randomly stratified-split into a training (70%) and validation (30%)
set. The model was then trained using the training set, validated on



Table 2: F1-scores achieved for each dataset

Dataset LSTM Bi-LSTM BERT(FT)
Kaggle 0.6420 0.653 0.768
Twitter-sex 0.6569 0.649 0.760
Twitter-rac 0.6400 0.678 0.757
WTP-agg 0.7110 0.679 0.753
WTP-tox 0.7230 0.737 0.786

Figure 1: Mean attention weights of 12 heads per layer for
fine-tuned BERT (red) and BERT without fine-tuning (blue),
for the most important cyberbullying class-related tokens
in the Twitter-sexism dataset according to Naive Bayes (top)
and gradient-based importance scores (bottom).

the validation set and tested on the original test set. This procedure
was repeated five times and the final performance of each model
for each dataset was reported as the mean F1-score for the test
set across the five iterations. From Table 2, it is evident that BERT
with fine-tuning (FT) outperformed all the other examined models,
reaching a highest F1-score of 78.6% for the WTP-Toxicity dataset.
The Friedman test [43] was used to compare the F1-scores of LSTM,
Bi-LSTM and BERT (FT) across the five datasets, showing that BERT
(FT) performed significantly better (𝑝 < 0.05). We then analysed
the inner-workings of BERT to get insight into the reasons behind
BERT’s performance, starting with BERT’s attention weights.

3.2 Attention weights (FT vs. NFT)
We examined the difference in attention weights’ patterns between
fine-tuned BERT (FT) and BERT without fine-tuning (NFT) on the
Twitter-sexism dataset. To this end, we examined the attention
weights of the five words with the highest probability for the cy-
berbullying class (according to a Multinomial Naive Bayes model)
in BERT (FT) and BERT (NFT). From Figure 1(top), it is evident that
the mean weights of the attention heads in the last layers of BERT
(FT) (red lines) were much higher than for BERT (NFT) (blue lines),
showing that the pattern of BERT (FT) in the last layers changed
after fine-tuning compared to BERT (NFT). We repeated the same
experiment using gradient-based importance scores [33] to get the
most important words for the cyberbullying class and found a sim-
ilar pattern, as shown in Figure 1(bottom). Similar results were
observed for all the datasets: WTP, Kaggle and Twitter-racism.

3.3 Attention weights vs. importance scores
In the previous experiment, we demonstrated that fine-tuned BERT
assigns higher attention weights to the last layers, compared to
BERT without fine-tuning. This raises the following question: “Do

Table 3: PCC between mean attention weights of fine-tuned
BERT, mean absolute feature importance and number of oc-
currences per token

Dataset
No.
tokens

PCC (attention
vs importance)

PCC (attention vs
no. occurrences)

PCC (importance vs
no. occurrences)

Twitter-Sexism 3878 0.108 -0.047 -0.002
Twitter-Racism 3991 0.056 -0.015 -0.002
Kaggle-Insults 4452 0.171 -0.023 -0.004
WTP-Aggression 4457 0.125 -0.101 -0.009
WTP-Toxicity 4524 0.163 -0.076 -0.011

the attention weights of the last layers (9-12) of fine-tuned BERT
explain the model’s outcome?” To answer this, we examined the
correlation between gradient-based feature importance score and
attention weights of fine-tuned BERT. Gradient-based feature im-
portance scores provide a measure of the importance of individual
features with known semantics [33] and have been used in previ-
ous studies for attention weights’ analysis [7, 29, 32]. To compute
the importance scores for all the datasets, we used the Integrated
Gradients algorithm [33]. A subset of 1000 sampleswas randomly se-
lected from the test set of each dataset and the absolute importance
scores of all the tokens in these subsets were computed. Then, all
scores were grouped by the tokens, and the mean absolute feature
importance score was computed for each unique token. The same
strategy was also followed for the attention weights. We computed
the mean attention weight across all 12 heads per each layer, as well
as the mean attention weight of the last layers (9-12), where BERT’s
fine-tuning is most impactful. Then, we grouped the mean atten-
tion weights by tokens and computed the mean attention weights
per each token. Pearson’s correlation coefficient (PCC) was used
to measure the linear correlation between the mean importance
scores, the mean attention weights, and the occurrences of different
tokens, as shown in Table 3. Our usage of PCCwas inspired by early
work on attention weights by [17]. We found no linear correlation
between the absolute importance score and the mean attention
weights of BERT for the examined datasets (0.056 ≤ PCC ≤ 0.171),
as well as between the number of occurrences of a token and the
mean attention weights (−0.101 ≤ PCC ≤ −0.015) or the mean
importance scores (−0.011 ≤ PCC ≤ −0.002). These results suggest
that attention weights don’t play a direct role in explaining BERT’s
performance, which is in line with previous studies [29, 32, 35].

3.4 What does BERT learn during fine-tuning?
We used spaCy [30] to compute the absolute gradient-based im-
portance scores of the POS tags from the examined datasets and
normalised them to the range [0, 1] per dataset in order to examine
whether BERT learns, during fine-tuning, general cyberbullying-
related features or if it relies on syntactical biases, which means
the model relies only on a certain syntax to make its decision, in
the dataset. Our hypothesis is that, if BERT learns cyberbullying-
related features, the POS tags that receive the highest importance
scores will be nouns, adjectives, adverbs, proper nouns, and pro-
nouns and that there will be similarities in the pattern across all
the datasets. On the other hand, if BERT relies on syntactical bi-
ases, the POS tags that receive the highest importance scores will
be tags like punctuation, auxiliaries, determiners, and adpositions
and the patterns will differ across datasets from different domains.



Figure 2: Mean normalised importance scores assigned by fine-tuned BERT to POS tags in the datasets.

Table 4: 𝑝-values for theWilcoxon sign-ranked test between
the mean importance scores of the datasets.

Kaggle Twitter-rac Twitter-sex WTP-agg WTP-tox
Kaggle - 0.845 0.556 0.001 0.001
Twitter-rac 0.845 - 0.921 0.001 0.048
Twitter-sex 0.556 0.921 - 0.001 0.001
WTP-agg 0.001 0.001 0.001 - 0.064
WTP-tox 0.001 0.048 0.001 0.064 -

The reason behind using POS tags is that they are important lin-
guistic features that can explicitly show the model’s syntactical
bias. Results (Figure 2) showed that the POS tags with the highest
importance scores are auxiliaries, punctuation, determiners, adpo-
sitions, and pronouns. Among these, the most informative tag for
cyberbullying detection is the pronoun. The distributions of the
tags in Figure 2 show similarities and differences across the datasets.
A Wilcoxon sign-ranked test [43] was used to test the statistical
significance of the difference between the importance scores of the
POS tags across different datasets (Table 4). Results showed that a
statistically significant difference could not be established between
WTP-agg and WTP-tox and between Twitter-sexism and Twitter-
racism (𝑝 > 0.05). We speculate that this happens because the
domain of the datasets is the same. Similar results were found be-
tween Kaggle and Twitter-racism and between Kaggle and Twitter-
sexism (𝑝 > 0.05). A statistically significant difference was shown
between WTP-agg and Twitter-racism (𝑝 = 0.001), WTP-agg and
Twitter-sexism (𝑝 = 0.001), WTP-tox and twitter-racism (𝑝 = 0.048),
WTP-tox and Twitter-sexism (𝑝 = 0.001), Kaggle-insults and WTP-
agg (𝑝 = 0.001), and Kaggle-insults and WTP-tox (𝑝 = 0.001). We
speculate that this is because the domains of the datasets differ. The
results support our hypothesis that BERT does not rely on semantic
features related to cyberbullying but instead relies on syntactic
biases in the datasets that may change between different domains.

We further inspected the POS tags with the highest impor-
tance scores, like auxiliaries, determiners and punctuation across
the different datasets. For determiners and punctuation, Kag-
gle, Twitter-sexism and Twitter-racism datasets, which have the
highest scores for determiners and punctuation, contain less noise

compared to WTP-agg and WTP-tox. Noise here denotes that deter-
miners or punctuation are mixed with other nouns and/or symbols
e.g. “anti-white.the”. In contrast, auxiliaries, received the high-
est importance scores across all the datasets, since the detected
auxiliaries did not have any noise in any of the datasets. We spec-
ulate that the noise is the cause of the low importance scores in
WTP datasets. We also speculate that the domain of the dataset
contributes to the amount of noise that can exist in the dataset. For
example, Twitter does not allow long text, which means that even
if mistakes and noise exist, the occurrences of noise is limited com-
pared to a platform likeWikipedia Talk Pages where there is no text
limit, thus allowing more space for noise. This provides additional
evidence that the domain of the dataset affects its syntactical com-
position and in turn affects BERT’s performance and potentially
limits its generalisability due to BERT learning syntactical biases
instead of cyberbullying-related linguistic features.

4 CONCLUSION
In this work, we conducted a series of experiments on five datasets
to analyse the performance of BERT on the task of cyberbully-
ing detection. Results showed that BERT outperforms other com-
monly used deep learning models on multiple cyberbullying-related
datasets. In addition, even though the patterns of the attention
weights of fine-tuned BERT are different from those of BERT with-
out fine-tuning, results showed that attention weights are not mean-
ingful when it comes to the model’s prediction, and that BERT
captures syntactical biases in the datasets. This might lead to some
limitations in BERT’s generalisability. Thus, results showed that
attention weights do not explain the performance of fine-tuned
BERT and that its success is due to the reliance on syntactical bi-
ases in the datasets. Our findings indicate that our understanding
of cyberbullying detection using pre-trained models like BERT can
be improved by using gradient-based feature importance methods,
which can assist in revealing some of the biases in the model or the
dataset, thus helping towards fair detection of cyberbullying. We
also expect that fine-tuning BERT on datasets with diverse syntac-
tical structures will help to improve generalisation, so that BERT
does not rely on specific syntactic biases found in some datasets.
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